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Immersive experience for “what if’ questions.

What if...
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KITTI-360



Immersive experience for "what if’ questions.

What if... driving at night?

KITTI-360  °



Immersive experience for "what if’ questions.

What if... jaywalkers present?
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Immersive experience for "what if’ questions.

What if... driving on a smoggy day?

KITTI-360



Immersive experience for "what if’ questions.

What if... the street is covered by snow?

KITTI-360



Immersive experience for "what if’ questions.

What if... the street is flooded?
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KITTI-360



Recreative mind []

Perceive the Recreate
Physical World Experiences

~
@ Mental World
| Model

Recreative imagination: an ability to experience or think about the world from a perspective different
from the one that experience presents -- Gregory Currie and lan Ravenscroft (2002)



Recreative mind []

Perceive the Recreate
Physical World Experiences

oy
B! Goal: make computers to imagine in the physical world.

Recreative imagination: an ability to experience or think about the world from a perspective different
from the one that experience presents -- Gregory Currie and lan Ravenscroft (2002)
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What we have done so far

Physical simulation can simulate, but it is not based on real scenes, and
necessitates user-created assets.

Image credit: SPlisHSPlasH, BlenderGuru
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What have done so far

Video Effects (VFX): can be ultra realistic but requires professionals.

Image credit: Life of Pl, Game of Thrones
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What we have done so far

Generative models can edit but are data-hungry and lack physical grounding.

“Swap sunflowers with roses” “Add fireworks to th
3 . ey

Image credit: Instruct Pix2Pix, Instruct NeRF2NeRF, Runway Gen-2
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What we have done so far

(Neural) 3D modeling can encode rich appearance, geometry and semantics, but
has limited editability.

Image credit: 3D Gaussian Splatting, Panoptic Lifting 14



Key insights

Data-driven

Model-based
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Key insights

Data-driven Model-based

AR B s 1 o

Approach: data-driven and model-based knowledge for

simulation over real-world data.

Y Vil
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Can we simulate from and to the reality?

Lighting Dynamics
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Relighting

Single video

https://urbaninverserendering.github.io/

Shading
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Key challenge: relightable scene representation

Object-level, surrounding views Multi-illumination or known geometry

Novel Lighting
& Viewpoint

(a) Input images (bl) Albedo (b2) Roughness (b3) Shape & lighting

(c1) Novel view (c2) Relit 1 (c3) Relit 2

Image credit: NeuralPIL, NeRFOSR
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Key challenge: relightable scene representation

Object-level, surrounding views Multi-illumination or known geometry

== .00 X.a0

Goal: relightable large scene models from a single
monocular video.

Novel Lighting

(c1) Novel view (c2) Relit 1 (c3) Relit 2

Image credit: NeuralPIL, NeRFOSR 20



UrbanIR: Urban Scene Inverse Rendering

e Data-driven monocular cues provide strong prior / regularization

m'

Guide
input Normal Semantics Shadow Shadow Removal
Relightable scene
e Explicit modeling physics of shadow improves geometry
Shadow Geometry
Zhi-Hao Lin, Bohan Liu, Yi-Ting Hu, Anand Bhattad, David Forsyth, Jia-Bin Huang, Shenlong Wang. UrbanIR: Large-Scale Urban 21

Scene Inverse Rendering from a Single Video, arXiv. 2023
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Reconstruction (Day)

Night simulation




Relighting ' Reconstruction

Reconstruction

IRIS: Inverse Rendering of Indoor Scenes from Low Dynamic Range Images by Zhi-Hao Lin, Jia-Bin Huang, Zhengqin Li, Zhao Dong, Christian
Richardt, Tuotuo Li, Michael Zollhéfer, Johannes Kopf, Shenlong Wang, Changil Kim, arXiv, https://irisldr.github.io/




Can we model and simulate weather effects?

ClimateNeRF

https://climatenerf.github.io/
26



Extreme Weather Synthesis in NeRF

Snhow

Climate Impact Style image

Multi-view Input Images

Yuan Li*, Zhi-Hao Lin*, David Forsyth, Jia-Bin Huang, Shenlong Wang, "ClimateNeRF: Physically-based Neural Rendering for
Extreme Climate Synthesis", ICCV 2023.
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Extreme Weather Synthesis in NeRF

Snhow

Climate Impact Style image “! -—
Original NeRF Rendering |

= Tl e S e % WS

Multi-view Input Images

3D Scene Modeling

Yuan Li*, Zhi-Hao Lin*, David Forsyth, Jia-Bin Huang, Shenlong Wang, "ClimateNeRF: Physically-based Neural Rendering for
Extreme Climate Synthesis", ICCV 2023.



Extreme Weather Synthesis in NeRF

Snhow

Climate Impact PR T e o~
| Original NeRF Rendering |

Stylized NeRF Rendering

Multi-view Input Images

3D Scene Modeling Neural Scene Stylization

Yuan Li*, Zhi-Hao Lin*, David Forsyth, Jia-Bin Huang, Shenlong Wang, "ClimateNeRF: Physically-based Neural Rendering for
Extreme Climate Synthesis", ICCV 2023. 29



Extreme

Multi-view Input Imag

Yuan Li*, Zhi-Hao Lin*, Davma TOISyUT, JIa-DIT Tuany, STernung vvany, GhmiaieNenr . Frysicany-uaseu veural Rendering for
Extreme Climate Synthesis", ICCV 2023.
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Extreme Weather Synthesis in NeRF

Snhow

Climate Impact Style image

ClimateNeRF Rendering

Multi-view Input Images . . . .
P 8 3D Scene Modeling Neural Scene Stylization Physical-Inspired Simulation

Yuan Li*, Zhi-Hao Lin*, David Forsyth, Jia-Bin Huang, Shenlong Wang, "ClimateNeRF: Physically-based Neural Rendering for
Extreme Climate Synthesis", ICCV 2023. 31
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Controllability

Possible to incorporate realistic weather projection

33









Can we simulate dynamic actors?

Input Vide Simulated Results

Reconstructed
Object

36
Chen et al.. GeoSim: Realistic Video Simulation via Geometry-Aware Composition for Self-Driving, CVPR 2021 (best paper award candidate)



Il

etib a8

Ny

L
i 4
A.






Can we turn a video to a game?

Output: real-time, realistic,

Input: single video . . .
P 9 Interactive environment

Hongchi Xia, Zhi-Hao Lin, Wei-Chiu Ma, Shenlong Wang, Video2Game: Real-time, Interactive, Realistic and Browser- 39
Compatible Environment from a Single Video, CVPR 2024



Motivation: everything comes with a price tag

N \ \ g;‘;gg‘g Buildings
Buildings \ ‘ $3900
$3900 Buildings
Bannister
$2,450

Building Front
$3,800

Big Trash NPC
$14,400 $22,500

Character
$49,000

". &“R'oa' =
—_ Texturing- 3=
= $10,800 "~ ~

— w——— v

~

Estimated Creation Cost: $200,000
> " 2 » 3 ""i‘

The Next Leap: How A.l. will change the 3D industry - Andrew Price

https://www.reddit.com/r/gamedev/comments/9zdn7a/putting_a price tag on_game assets in_a screenshot/



Overall framework

=

Input video Base NeRF Rigid-body dynamics Neural-textured mesh Game interactive
Environment

Hongchi Xia, Zhi-Hao Lin, Wei-Chiu Ma, Shenlong Wang, Video2Game: Real-time, Interactive, Realistic and Browser- 41
Compatible Environment from a Single Video, CVPR 2024



® Video2Game
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143 FPS (0-146)

"~ *» Scenarios
» World

» Settings

Controls:

n n Movement
Sprint

Space i)
or Enter vehicle
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® Video2Game

localhost v=

98 FPS (0-124)

» Scenarios
» World

» Settings

ontrols:
n Accelerate, Brake / Reverse

n Steering

Bl Handbrake
View select
Exit vehicle
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“ Video2Game

X @® (@ localhost:8080

Hit the Vase!:
Score: 0
Balls shooted: 0

31 FPS (1-241

» Scenarios

» Settings

“Controls:

n n B n Movement
Sprint
Jump

B Shooting Ball
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localhost

® Video2Game

» Scenarios

~ World

ascend

radius ‘
fix_camera_y :]
fetch_frame
camera_lowy [
stretch

~ Settings

Debug_Physics W

Debug_FPS |

[ [




Demo
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e https://video2game.qithub.io/



https://video2game.github.io/src/gamenerf-kitti/index.html

Today'’s talk

Modeling: Data-driven
perception + inverse physics

Generation: Physics-based
simulation + generative prior
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Can we ground physics in generative Al?

Layout-aware Realistic Coherent in space & time

LidarDM, arXiv soon



Can we ground physics in generative Al?

SEINE I2VGEN-XL DynamiCrafter Ours

PhysGen, arXiv soon



Can we ground physics in generative Al?

SEINE I2VGEN-XL DynamiCrafter Ours

PhysGen, arXiv soon



Can we ground physics in generative Al?
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SEINE I2VGEN-XL DynamiCrafter Ours

PhysGen, arXiv soon



Acknowledgement

52



Acknowledgement

amazon <4 {@NCSA
N/

NNNNNNNNNNNNNNNNN

nVIDIA PPPPPPPPPPPPPPPPPPPPPPPPPP
®
——
—
—

== Jump‘ARCHES

The Grainger College of Engineering
Illinois Center for Transportation nsper

The Grainger College of Engineering

Center for Autonomy I

53



Today'’s talk

Modeling: Data-driven
perception + inverse physics

Generation: Physics-based
simulation + generative prior
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