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3D generation

- Lift 2D prior (text-to-image diffusion models) into 3D

- text-to-3D generation

- image-to-3D generation
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Limitations

* Janus Problem / Multi-face problem
* Time-consuming optimization
* Handy parameter tuning
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Zero-1-to-3: Zero-shot One Image to 3D Object
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TL;DR: We learn to control the camera perspective in large-scale diffusion models,
enabling zero-shot novel view synthesis and 3D reconstruction from a single image.

* High-efficiency

* Feed-forward manner
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* High-quality geometry
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MVDream: Multi-view Diffusion for 3D Generation
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Pipeline
Cross-domain diffusion model
Normal & RGB domains
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QOverview of Wonder3D.



Training details

* Objaverse LVIS subset: 30k+ objects
* Finetuning on stable diffusion image variants for 30k steps
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Stable diffusion model has huge
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: potentials to understand the 3D world !
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Ablation on Cross-domain models

Input images (a) Cross-domain model (b) Cross-domain model (c) Sequential models (d) Sequential models
w/ cross-domain attention w/o cross-domain attention  (normal model =2 color model) (color model = normal model)















3D printing




Easy to create thousands of 3D assets







Create lego-style objects with Houdini







Conclusions

* Normal domain does matter.
* Encodes high-frequency geometries
* Boosts the novel view synthesis of color domain

* Fixed viewpoints leads to better view synthesis.
 Difficult to train a model with total random viewpoints.

* Don’t significantly modify stable diffusion model.
* Avoid model forgetting.
* Keep strong generalization from SD model.



Improvements

* Higher resolution.
* More views.

* Replace the fusion stage by Large Reconstruction
Model (LRM).
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