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✓Structured geometry

✓Discrete and well-defined

✓Visually intuitive

Volumetric Part AssemblyPoint Cloud Mesh

Explicit 3D Representation



✓Infinite-resolution 

✓Lightweight

✓Continuity and differentiability

Implicit Neural Representation 

Occupancy Networks 

[Mescheder et al., 2019]

DeepSDF

[Park et al., 2019]



➢ Neural Radiance Fields (NeRF) can represent a scene as the weights of an 
MLP, trained on many images with known camera poses.

Neural Radiance Fields

Courtesy of Ben Mildenhall, 

Pratul P. Srinivasan and 

Matthew Tancik

NeRF: Representing Scenes as Neural Radiance Fields, Mildenhall et al. ECCV 2020



➢ NeRF has attracted extensive attention in both academy and industry.

Neural Radiance Fields

[Gao et al., 2023]



➢ NeRF has attracted extensive attention in both academy and industry.

Neural Radiance Fields

Immersive Map [Google, 2022]Instant NeRFs [NVIDIA, 2022]



➢ As a new 3D representation, NeRF faces the following challenges:

• Efficiency: Faster training and inference

• Scalability: From object-scale to city-scale

• Robustness: Robust to input images and camera poses

• Generalization: Scene agnostic without training on the test data 

• Dynamics: Modeling of dynamic objects

• Editability: Editable as traditional representations

• Application: Applied to facilitate other 3D tasks

• …

Challenges
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Outline

3D Editing with NeRF

[ICCV'21, ECCV'22, CVPR'23]

Online Perception with NeRF 

[CVPR'22, ICCV'23, Arxiv'23]



3D Editing with NeRF

[ICCV'21, ECCV'22, CVPR'23]



Q1.1

Can we edit the objects in the scene?



Editable Scene Rendering

Standard Novel View Synthesis

Input Images

Decompose to object level

Ours

Direct

Object-Compositional Neural Radiance Field



Scene Branch

Object Branch

Rendered Background

Object-Compositional Neural Radiance Field

We design a two-pathway architecture.

Rendered Objects

Learning Object-Compositional Neural Radiance Field for Editable Scene Rendering, Yang et al., ICCV 2021



Scene Branch

Object Branch

Rendered Background

Object-Compositional Neural Radiance Field

Scene Branch

Full Scene Rendering

Scene Branch: renders the entire view of the scene.

Rendered Objects



Scene Branch

Background Rendering

Scene Branch

Object Branch

Rendered Background

Object-Compositional Neural Radiance Field

Scene Branch: renders the background for editable scene rendering.

Rendered Objects

(pruning ray samples user-defined region)



Scene Branch

Object Branch

Rendered Background

Code1

Object Activation 

Code Library

Object-Compositional Neural Radiance Field

Object Branch

Conditioned on Code1

Object branch: renders each standalone object 

conditioned on the object activation code.



Scene Branch

Object Branch

Rendered Background

Code2

Object Activation 

Code Library

Object-Compositional Neural Radiance Field

Object Branch

Conditioned on Code2

Object branch: renders each standalone object 

conditioned on the object activation code.



Scene Branch

Object Branch

Rendered Background

Code1

Object Activation 

Code Library

Object-Compositional Neural Radiance Field

Object Branch

Conditioned on Code1

User Manipulation

Manipulation

We can render the manipulated objects by transforming the 

shooting rays.



Object-Compositional Neural Radiance Field

Object Branch

Conditioned on Code2

User Manipulation

Scene Branch

Object Branch

Rendered Background

Code2

Object Activation 

Code Library

Manipulation

We can render the manipulated objects by transforming the 

shooting rays.



Move Objects

Duplicate Objects

Rendered with Manipulation

Scene Branch

Object Branch

Rendered Background

Code1

Code2

Object Activation 

Code Library

Editable Scene Rendering

We jointly render the objects and the background.

Manipulation

Rendered 

Objects

Manipulated

Objects
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Framework Details



Object-level Supervision

• Objective Rendering

Object Color Object Opacity

Sum of the product of 

transmittance and alpha of 

points along the ray.



Object-level Supervision

• Objective Rendering

• Loss Definition

Object Color Object Opacity

Sum of the product of 

transmittance and alpha of 

points along the ray.

Rendered objects should be close to 

the observations.

Only opaque at the object area and 

transparent elsewhere.

Rough Segmentation Mask



Object-level Supervision

Image View

Rendered Object Rendered Opacity 

(Segmentation)

Input Segmentation

Robust to segmentation noise Even works for complex shapes

Image View Annotated Segmentation

Rendered Object Rendered Opacity 

(Segmentation)



Handling Occlusion in Clustered Scenes

Clustered Real-world Scene

Directly apply 

object supervision

Incomplete Reconstruction



Handling Occlusion in Clustered Scenes

Clustered Real-world Scene

Directly apply 

object supervision

Incomplete Reconstruction

2D instance masks is facing the 3D space ambiguity 

in the occluded region.🧐



Handling Occlusion in Clustered Scenes

Clustered Real-world Scene

Directly apply 

object supervision

Incomplete Reconstruction

Complete Reconstruction

Biased and masked 

supervision
Occluded

3D guard mask
Scene Branch 

Ray Distance

Object Branch 

Sampling Distribution 

Guidance

𝑃𝑃

Ray Distance

Block Gradient to the 

Occluded Space

Our Solution

2D instance masks is facing the 3D space ambiguity 

in the occluded region.🧐



Examples on the ScanNet Dataset

Editable Scene Rendering

Novel View Synthesis



Examples on the ToyDesk Dataset

Editable Scene Rendering

Novel View Synthesis



Q1.2

Can we edit both the geometry and 

texture of neural radiance fields?



NeuMesh: Geometry&Texture Disentangled NeRF

Transfer a pure MLP model into a mesh-based editable representation

Transfer

Mesh-based Representation

Disentangled → Editable

Pure MLP Model

Baked → Not Editable

NeuMesh: Learning Disentangled Neural Mesh-based Implicit Field for Geometry and Texture Editing, Yang et al., ECCV 2022



Volume Rendering of the Object

NeuMesh: Geometry&Texture Disentangled NeRF



Mesh-based Scaffold

Query Points to Obtain 

Locally Interpolated Codes

Disentangled Geometry / Texture 

Codes in Mesh Vertices

Geometry

Texture

Per-Vertex Storage

Ray Casting

NeuMesh: Geometry&Texture Disentangled NeRF



Mesh-based Scaffold
Geometry / Radiance Decoder

SDF Color
Codes

Distances

Ray Casting

Geometry

Texture

Per-Vertex Storage

NeuMesh: Geometry&Texture Disentangled NeRF



Mesh-based Scaffold
Geometry / Radiance Decoder

SDF Color
Codes

Distances

Teacher 

Model Real Image

Supervision

Ray Casting

Geometry

Texture

Per-Vertex Storage

NeuMesh: Geometry&Texture Disentangled NeRF



Now, we will show how we enable editing.



How we enable editing - Geometry Editing

User Geometry Edit
Synchronized Field 

Deformation
Rendering Result



How we enable editing - Texture Swapping

User-Selected Area

Apple 1

Apple 2

Apple 1 Apple 2



How we enable editing - Texture Swapping

Non-rigid AlignmentUser-Selected Area

Apple 1

Apple 2

Apple 1Apple 2



How we enable editing - Texture Swapping

Texture Code SwappedUser-Selected Area

Apple 1

Apple 2

Apple 1

Apple 2



How we enable editing - Texture Swapping

Texture Code Swapping Rendering ResultsArea selection

Apple 1

Apple 2

Apple 1

Apple 2

Before After



How we enable editing - Texture Filling

User-Selection

Original Model User Selected Area



How we enable editing - Texture Filling

User Selected Area



How we enable editing - Texture Filling

User Selected Area

Unwrap

UV-Map



Unwrap

UV-Map

How we enable editing - Texture Filling

User Selected Area

Pre-captured Model

Filling

Latent Texture 

Templates



Unwrap

UV-Map

How we enable editing - Texture Filling

Pre-captured Model

Filling

Latent Texture 

Templates

User Selected Area



How we enable editing - Texture Filling

Pre-captured Model

Filling

Latent Texture 

Templates

Original Rendering Edited Rendering



How we enable editing - Texture Painting

Original Object



How we enable editing - Texture Painting

User Paint on a Single 2D View



How we enable editing - Texture Painting

Only Update Affected Codes (highlighted)

Spatial-Aware OptimizationUser Paint on a Single 2D View



How we enable editing - Texture Painting

Rendered Object with 

Transferred Painting
User Paint on a Single 2D View



Q1.3

Can we edit neural radiance fields as 

easy as 2D editing?



Semantic 2D Editing 

Text-driven Synthesis & Editing

Stable Diffusion [CVPR’ 22]

Text2LIVE [ECCV’ 22]

Stroke-based Editing

EditGAN [NeurIPS’ 21]

SDEdit [ICLR’ 22]

Attribute-based Editing

StyleFlow [ACM ToG’ 21]

SofGAN [ACM ToG’ 22]



We aim at realizing the semantic-driven editing of…

Editing 3D from a single perspective.

Supporting real-world objects and scenes.



Semantic-driven Editing

(2) Single-View 2D Editing

Pre-trained NeRF

SINE

Edited NeRF

SINE: Semantic-driven Image-based NeRF Editing

(1) 



SINE: Semantic-driven Image-based NeRF Editing

Texture Mod. Field

Original Color

Mod. Color
Deformed Field

Geometric Mod. Field

Edited NeRF



SINE: Semantic-driven Image-based NeRF Editing

Edited NeRF Editing on the Template NeRF

Density 𝜎′

Color 𝐜′Mod. 

Color

 𝐦′

Geometric Mod. 

Texture Mod.

Editing Field Template NeRF

Template Density

Template Radiance

View 𝐝

Template

Space 

𝐱′

Edited

Space 𝐱

𝐹∆𝐺

𝐹∆𝑇



SINE: Semantic-driven Image-based NeRF Editing

𝐦′

𝐜′

Dual

Volume

Rendering

𝜎′

𝜎′

Ray Distance
Color Modification መ𝐼𝑚

Deformed Template መ𝐼𝑜

Color Compositing Layer

Rendered Edited View መ𝐼

Prior Guidance

Supervision



SINE: Semantic-driven Image-based NeRF Editing

Edited Space Template Space

Geometric Mod. 𝐹Δ𝐺

Neural Decoded Shape

Supervision

Ƹ𝑧



SINE: Semantic-driven Image-based NeRF Editing

Edited Space Template Space

Geometric Mod. 𝐹Δ𝐺

Neural Decoded Shape

Forward Mod. 𝐹Δ𝐺
′ Proxy Mesh 𝑀ΘDeformed Proxy Mesh ෡𝑀𝐸Shape Prior ෡𝑀𝑃

SDF & 

Chamfer

Cycle

Ƹ𝑧



SINE: Semantic-driven Image-based NeRF Editing

Edited Space Template Space

Geometric Mod. 𝐹Δ𝐺

Neural Prior

Forward Mod. 𝐹Δ𝐺
′ Proxy Mesh 𝑀Θ

Cycle

Chamfer

+

Depth Estimation

& 2D Correspondance
ARAP

Deformed Proxy Mesh ෡𝑀𝐸Shape Prior ෡𝑀𝑃



SINE: Semantic-driven Image-based NeRF Editing

Edited NeRF Rendered Pair

Target 𝐼𝑡Self-Sim 

Constraint

ViT

CLS Token

Constraint

Texture Transferring Loss

Template መ𝐼𝑜

Edited መ𝐼



SINE: Semantic-driven Image-based NeRF Editing

Template Similarity 𝑆( መ𝐼𝑜)Edited Similarity 𝑆( መ𝐼)

Edited Token 𝑡𝐶𝐿𝑆( መ𝐼) Target Token 𝑡𝐶𝐿𝑆(𝐼𝑡)

∗ −( )
Regularization Mask Ƹ𝑒 Template መ𝐼𝑜Edited መ𝐼

Self-Sim 

Constraint

CLS Token

Constraint

Editing

Regularization

Edited NeRF

Feature Field

ViT

Feature

Clustering



Geometric Editing on the Real-world Cars

Source 

2D
Editing

Edited 



Geometric Editing on the Generic Objects

Source  2D Editing  Source  2D Editing  

Edited  Edited  



Source 2D Editing Source 2D Editing

Texture Editing with Single-View User Editing

Edited Edited



“Ice Sculpture Car”“Swarovski Blue Crystal Car”

Source View a “Golden Pinecone” “Burning Pinecone”

Using single image editing from Text2LIVE [Bar-Tal, 2022]. 

Texture Editing with Text-prompts

Source View a



Texture Editing with Text-prompts

“Stained Glass Vasedeck” “Snowy Vasedeck”

Source View “Kids Plasticine Round Table”“Plastic Round Table”

Using single image editing from Text2LIVE [Bar-Tal, 2022]. 

Source View



Online Perception with NeRF 

[CVPR'22, ICCV'23, Arxiv'23]



Q2.1

Can we exploit NeRF for online 3D 

perception?



➢ Efficiency

Challenges

NeRF [Mildenhall et al., ECCV’20] F2-NeRF [Wang et al., CVPR’23]



➢ Catastrophic forgetting

Challenges

A single MLP

(Results from our iMAP re-implementation)

Predicted Poses

GT PosesiMAP [Sucar et al., ICCV’21]



Local update → No forgetting problem

Pretrained tiny MLPs → Fast convergence
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Probability

Feature grids + tiny MLPs

Predicted Poses

GT Poses

NICE-SLAM

Zhu et al. NICE-SLAM: Neural Implicit Scalable Encoding for SLAM.  CVPR 2022.



Mapping

Pipeline



Pretraining

Convolutional occupancy network [Peng et al. 2020]



iMAP* NICE-SLAM
(our re-implementation of iMAP)

4x Speed

Predicted Poses

GT Poses



iMAP* NICE-SLAM
(our re-implementation of iMAP)

10x Speed



Comparison



Robustness to Dynamic Objects



Camera Tracking Results on TUM RGB-D. ATE RMSE[cm] 

Accuracy and Efficiency

Computation & Runtime



Q2.2

Can we use light-weight ToF sensors?



Motivation

Intel 
Realsense

Microsoft
Kinect

- Expensive
- Heavy-sized
- Not common on mobile devices

Heavily relies on

Dense SLAM Light-Weight ToF Sensor

+ Cheap
+ Compact
+ Widely available on mobile 
devices

Low-resolution 
depth distributions



DELTAR

RGB/Light-
Weight ToF

Depth Estimation

+ High-resolution with rich details

Li et al. DELTAR: Depth Estimation from a Light-Weight ToF Sensor and RGB Image.  ECCV 2022.

Challenges

Existing RGB-D 

SLAM System

Failure
Unsuitable

- Not accurate & Containing artifacts
- Temporal inconsistency

Poor Results



We propose the first dense SLAM system 
with a light-weight ToF sensor 

Camera Tracking and 
Dense Reconstruction

RGB + Light-Weight ToF

• Using a light-weight ToF instead of a heavy-sized depth sensor

• Cooperating with a monocular camera

Liu et al. Multi-Modal Neural Radiance Field for Monocular Dense SLAM with a Light-Weight ToF Sensor.  ICCV 2023 (Oral).



Our Solution
Multi-modal Scene 

Representation
Depth Prediction boosted 

with Temporal Filtering

• The raw signals of light-weight ToF are fully leveraged

• A novel framework for dense SLAM working with light-weight ToF sensors

• Temporal information is exploited to deal with the noisy signals







Q2.3

Can we just utilize the RGB sequences?



Depth ambiguity 

Challenges

Lack of geometry constraint

Monocular Depth Estimation +

Scale&Shift-Invariant Depth Loss

RGB Warping loss +

Explicit flow constraint 



Input RGB Stream

t+1

t-1

t-2

…

t

Pipeline

Zhu et al. NICER-SLAM: Neural Implicit Scene Encoding for RGB SLAM.  Arxiv 2023.



Input RGB Stream

t+1

t-1

t-2

…

t
Current Frame

Input RGB

Estimated Depth
Monocular

Depth
Estimator
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Normal

Estimator

Estimated Normals

Camera Pose Estimate

Pipeline



Input RGB Stream
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Input RGB Stream
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Input RGB Stream

t+1
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…

t
Current Frame

Input RGB

Estimated Depth

Generated RGB

Generated Depth
Monocular

Depth
Estimator

Monocular
Normal

Estimator

Estimated Normals Generated Normals

Camera Pose Estimate

Differentiable 
Renderer

MLP

Mapping and Tracking 
Output

Hierarchical Feature Grids

Geometry
Grids

Color
Grids

…

…

Ray + Point
Sampler

Pipeline



Input RGB Stream Minimize

RGB Loss

Reconstruction Loss
t+1

t-1

t-2

…

t

Depth Loss

Normal Loss

Current Frame

Input RGB

Estimated Depth

Generated RGB

Generated Depth
Monocular

Depth
Estimator

Monocular
Normal

Estimator

Estimated Normals Generated Normals

Camera Pose Estimate

Differentiable 
Renderer

MLP

Mapping and Tracking 
Output

Hierarchical Feature Grids

Geometry
Grids

Color
Grids

…

…

Ray + Point
Sampler

Pipeline



Input RGB Stream Minimize

RGB Loss

Reconstruction Loss
t+1

t-1

t-2

…

t

Depth Loss

Normal Loss

Current Frame

Input RGB

Estimated Depth

Generated RGB

Generated Depth
Monocular

Depth
Estimator

Monocular
Normal

Estimator

Estimated Normals Generated Normals

Camera Pose Estimate

Differentiable 
Renderer

MLP

Mapping and Tracking 
Output

Hierarchical Feature Grids

Geometry
Grids

Color
Grids

…

…

Ray + Point
Sampler

Pipeline

Scale&Shift-Invariant Depth Loss



Input RGB Stream Minimize

Warping Loss

RGB Loss

Reconstruction Loss
t+1

t-1

t-2

…

t

Depth Loss

Normal Loss

Optical Flow Loss

Current Frame

Input RGB

Estimated Depth

Generated RGB

Generated Depth
Monocular

Depth
Estimator

Monocular
Normal

Estimator

Estimated Normals Generated Normals

Keyframe
Selection

Keyframes

Eikonal Loss

Camera Pose Estimate

Differentiable 
Renderer

MLP

Mapping and Tracking 
Output

Hierarchical Feature Grids

Geometry
Grids

Color
Grids

…

…

Ray + Point
Sampler

Pipeline



Results



Results



➢ We can edit neural radiance fields with compositional NeRF represen-
tations. 

➢ We can conduct online 3D tracking and mapping using NeRF with various 
input signals.

➢ Future works:

• Attribute-compositional representation

• Scaling up to large scenarios

• Efficient and robust as traditional SLAM

• …

Summary



Thank you!
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