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Why Model Interpretation?

 Human intelligence (HI) and artificial intelligence (Al) should work
together to achieve the best result
* Al can really help get interesting insights for human and help decision making

 Human knowledge learned based on years of experience and careful analysis
of the data is quite valuable

* Explainable Al builds the bridge



Which Features Contribute to Prediction?

[SOS] rare bird has more than enough charm to make it memorable.
Measuring the input contribution is useful for
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Understanding Debug Trust

Correct for the right reason? irrelevant features used? Safe and fair?




Challenge: Lack of A Unified Measure

* Existing works define contribution from one heuristic angle
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* Lack of a unified measure
* Universality
e Coherency
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Our Unified Measure

We find a unified measure for model interpretation: mutual Information (Ml)

* Universality: As a fundamental quantity in information theory, Ml is can be
defined for any model architectures and tasks

e Coherency: (Kinney et al. 2014) prove that MI quantifies associations without
bias with respect to relationships of a specific form, enabling us to achieve
consistent comparison across neurons, layers, and models
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Our Unified Measure

We find a unified measure for model interpretation: mutual Information (Ml)

Coherency
Methods Neuron | Layer | Model
Gradient-based v’ X X X
Inversion-based v’ X X X
LRP X X X X
[ Ours v’ v’ v’ v’ ]

Universality




Multi-level Mutual Information Quantification

The contribution of input X
on hidden state S

¥
MI(X;S) = H(X) -— H(X|S)
H(X|S) MI(X;S) — T — —
Mutual Constant Discarded
information information

H(X)

Decomposing into the feature (word) level

Corpus level Sample level Word level

H(X|S) H(X|s) H(X;|s)



Perturbation-based Approximation

Compute the discarded word information H(X;|s)

H(X;ls) = — f
X;EX; > s

Intractable =) Approximate with Gaussian S
Suppose X'; = X; + €; and ei~N(0,Zl~ = O'l-zl)

Learn O'l-z by 1) minimizing change in s with MLE;
2) maximizing entropy

perturbed
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Coherency Across Neuros

Task: reverse a sequence abcde =>edcba
t=2 abcde => ed |
= =>
t=3 abcde edc — The reverse pattern
t=4 abcde =>edch
t=5 abcde =>edcba |
LRP Perturbation Gradient Qurs
I B =1 =1 m
=" 1 e . !
3 .:. =
=6 =0/
I R = | | el ._'l- = i
;adbaabcg:gcbaabda 2adbaabczzcbaabda cadbaabczzcbaabda gadbaabcggcbaabda

Our method shows the clearest reverse pattern



Coherency Across Layers

Our method clearly shows how the network gradually processes input words through layers
Task: sentiment classification

Interpret BERT with ours Interpret Transformer with ours
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Coherency Across Layers

Our method clearlv shows how the network gradually processes input words through layers

Interpret BERT with ours Interpret Transformer with ours
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Coherency Across Models

Our method provides a unified comparison of models
This enables a guided selection of regularization hyperparameter a

a should be larger
a =1X 107> (acc: 0.8245)

a is suitable
a =5 X% 107> (acc: 0.8096)

rll

a should be smaller
a=1x10"* (acc: 0.8073)

L1
L2
L3

L4
LS

[sod]

J[qeIowaU
"
yewr
0}
weyo
ysnoud
ueyp
a10Ww
sey

pa1q
21l

[SOS]

[SO4]

a[qerowratu
"
yew
0}
uLeyo
y3noua
uey)
d1o0w
sey
pIq

alel
[SOS]

L1
L2
L3

L4
L5

m—

L3

—
—

2]
s
>
@

<
—

[sodl

JJqerowat
n
e
0}
ueyd
ysnoud
uey)
2J0w
sey
piq
aJel

[SOS]

L1
L2
L3

L4

L1
L2

Gradient 3 H

L4
L5

12

[sOd]

Jjqerowaw
4
oyewr
01
weyo
ysnoud
uerp
dI0wW
seq

pIq
a1el

[SOS]

[sodl

J[qelowaul
1
oyew
0]
weyd
y3nous
uey)
aIow
sey

pIq
oIel

[SOS]

[sodl

J[qeIowa
"
oyew
01
weyo
y3noud
uey)
aiow
seq
pIq

2JIel
[SOSI



Understand Neural Models in NLP

How information changes during the training process

BERT LSTM
L1 2000+ LI
Ski 12 L2
G L3 < 0 L3
. — L4 — 4
TaSk. s L5 = 2000
. - 0 L6 B4
Sentlment ;’é L7 ;’é 40001 )
. o . o) LS <
classification = | F _g000!
—— LI10
-3Ki \ L11 —8000"
L12
—100001
0 2500 5000 7500 10000 0 1000 2000 3000
Iteration Iteration

Conclusions:
1. For BERT, only the last few layers (L6-L12) have a considerate change of information

2. Models trained from scratch (e.g. LSTM) have information expansion at first, while
pre-trained models are more stable when fine-tuning.



Impact of Unified Information Explainer

Unified Information Explainer integrated into two Azure Github repos (in total 6.4K stars)

H microsoft/nlp_recipes [::Public archi\.fe:iI (& Unwatch 188 ~ % Fork 895 v v7 Star 6.1k v

Towards a Deep and Unified Understanding of Deep Neural Models

R 1 In NLP
epo
This submodule contains a tool for explaining hidden states of models. It is an implementation of the paper Towards a Deep and Unified
Understanding of Deep Neural Models in NLP
B interpretml / interpret-text Public ®watch 19 ~ % Fork 65 v Yy Star 364
. . . . . Introspective Rationale
Classical Text Explainer Unified Information Explainer .
Explainer
Input . :
R 2 odel Scikit-learn linear models ovTorch PyTorch
epo and tree-based models y Y
support
Explain
No Yes Yes
BERT

Towards a Deep and Unified Understanding of Deep Neural Models in NLP ICML 2019 14



Impact of Unified Information Explainer

Ivan Titov, Program Co-chair at ICLR 2021, Action editor for JMLR and TACL

noise to these messages. Therefore, GRAPHMASK can be categorised as belonging to the recently
introduced class of perturbation-based methods (Guan et al., 2019; | Taghanaki et al., 2019; Schulz
et al., 2020) which equate feature importance with sensitivity of the prediction to the perturbations

Prof. Titov said his proposed method GraphMask falls into the same class of our method

Ge Wang, IEEE Fellow, Clark & Crossan Endowed Chair Professor, Google Scholar Citation 36k

region and smallest destroying region. Guan et al. (2019)

proposed to use mutual-information measure to quantify the Prof Wa ng Sa|d our methOd |S coherent and

association between inputs and latent representations of a deep

model for natural language processing, which is coherent and generaL a nd PrOf. AugenStEin h Igh I Ights that

general. Due to the difficulty in computing the mutual

information  directly, they approximated the mutual our method can analyze multiple models

information measure by perturbation with a known
distribution.

(Lertvittayakumjorn and Toni, 2019), whereas a
few consider more than one model (Guan et al.,
2019; Poerner et al., 2018). Some studies concen-

Isabelle Augenstein, Head of
the Copenhagen NLU research group



Empowering Model Interpretation with
Visual Analytics

Deep Model

Big Data Visualization
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Analyzing Richer Information

CLS—
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A Unified Understanding of Deep NLP Models for Text Classification, IEEE TVCG 2022 17



Guided Exploration through Multiple Granularities

Corpus-Level Sample-Level
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A Unified Understanding of Deep NLP Models for Text Classification, IEEE TVCG 2022
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Case 1. Diagnose Binary Sentiment Classification

Dataset: SST-2 (Stanford sentiment treebank)
Train: 67349 samples, Test: 1821 samples

Model: 12-layer BERT, Test accuracy: 93.23%

In this case, we demonstrate how DeepNLPVis helps

understand and diagnose BERT for sentiment classification.

19



Visual Analytics of Various Models

2013

Classic Models

Topic models

&)

(b)

8 Jer

(d)

(e)

e |

2018

2023

Deep Models
NLP models

vo §uaenpa v

8 I[EEE TVCG papers
2 |[EEE VIS papers

5 6

Word embeddings

——— -

-~

e Smmsowe ©

EE2E s s

! | " ' IS
—

o 04 S

Wl s

| | '
TTITIOL IV MM i M EE Ee srrermie

20



Fully transparent and easily steerable

Self-EXpla | n | ng Deep MOdEIS Suitable for high-stake scenarios

Conscious Part Aligned with Humans ) How to formulate this part?
s No ground-truth labels

Conscious Mind: 10 %
1. analyses
2. thinks & plans

3. short term memory

R R BERA (BB

Subconscious Mind: 9 %
1. long-term memory
2. emotions & feelings
3. habits, relationship patterns, addictions
4. involuntary body functions
5. creativity
6. developmental stages
7. spiritual connection
8. intuition

Subconscious Part Different

21



Explainable Part Formulation: Desirable Properties

Human precision

Whether the explanation is logically

Minimum human efforts reasonable according to humans

Low Human Precision:

Desirable High Human Precision:

properties

User Study shows human

: : .. recision of SENN [1] is <70%
Widely used  High human precision P (Yelp datas[eg)




Logic Rule Satisfies All Three Desirable Properties

Logic rule

o worst AND bad => negative sentiment
Minimum human efforts (confidence from data: 95%)

Highly confident logic rules have high human precision

) Our User Study on Yelp
Desirable

properties

Human precision
100

80

Widely used  High human precision 60

40
1 2 3 4 5

Confidence level of logic rule



SELOR:
Self-Explaining LOgic rule Reasoning

Decision made by logic rule reasoning

worst AND bad
Self-explaining deep
Black-box deep model User-friendly interface
model Make decision based
Upgrade with @ onrigid logic rule A .
our reasoning D D ]
framework Do g worst AND black,=>
Use deep model to negative sentiment n
N select explanation (90% probability) =
Input sentence :

The food is bad. The SEuiGe AUUD e First part of the rule
service is the worst. worst AND bad | sejected by deep model

the AND is AND bad

Self-explaining deep models with logic rule reasoning, NeurlPS 2022 24



Logic Rule Reasoning: Well-Grounded Decision

Reason about the decision from data

Given “worst AND bad” selected by deep model

1. Find all training instances that contain both “worst” and “bad”
2. 95% of them are negative

3. Model decision is

Good property 1: Well-grounded decision

worst AND bad => Negative Sentiment (95% confidence)

is AND the => Positive Sentiment (50% confidence)
? => Positive Sentiment (99% confidence)

25



Unifying Accuracy and Explainability

Reason about the decision from data

Given “worst AND bad” selected by deep model

+ 1. Find all training instances that contain both “worst” and “bad”
vy o= 2.95% of them are negative

' 3. Model decision is

Good property 2: Unifying the optimization of classification accuracy and explainability
Optimizing accuracy = Maximizing logic rule confidence = Optimizing explainability

worst AND bad => Negative Sentiment (95% confidence)
is AND the => Positive Sentiment (50% confidence)

26



Results

High Human Precision

Percentage of Best

Lime Anchor User study
(o)
2% 11% Percentage of best

SENN
A 10% +500%
‘ RCN (Adult dataset)

11%

Ours
66%

Good Prediction Performance

LY

\'/
/\ Ny
~y

S

SELOR Black-box

Training Cost

Efficient, differentiable training

Slightly slower than black-box model

Training Time

27



Additional Advantages

Generate Explanation Robust to
Efficiently Noisy Labels
vs LIME >
1,000x speed-up v N
vs Anchor Black-box
50,000x speed-up >10% F1 increase when 20%
(BERT base, Yelp) labels are randomly flipped

(BERT base, Yelp)

Can be Steered
w/o Retraining

% vegas => positive

" tasteless => negative

28



Impact of SELOR

Well received according to audience interaction data
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2022 Research Reading List

Microsoft list of notable
research papers from 2022

@) Paper Title v Source v Subject Ar... v

Self-Explaining Deep  arXiv Responsible Al
models with Logic

Rule Reasoning

2022 Research Reading List

This reading list of notable research papers from 2022 was compiled by the Office of the
CTO from recommendations provided by the Technical Leader Community and others. Feel
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Future with Large Models

Model interpretation and alignment have become even more important
in the era of large models

They are two of the seven research

directions sponsored by OpenAl: P
gy L
y
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O Interpretability / Transparency: How do these models work,
mechanistically? Can we identify what concepts they’re using,
or extract latent knowledge from the model, make inferences
about the training procedure, or predict surprising future
behavior?
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(0. Alignment: How can we understand what objective, if any, a
model is best understood as pursuing? How do we increase
the extent to which that objective is aligned with human
preferences, such as via prompt design or fine-tuning?
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https://share.hsforms.com/1b-BEAq_qQpKcfFGKwwuhxA4sk30
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