
Exploring Deep Point-Cloud 
Robustness

Hang Zhou
Simon Fraser University



Overview

DUP-Net (ICCV 2019)

LG-GAN (CVPR 2020) SI-Adv (CVPR 2022)

Ada3Diff (arXiv)

Defense

Attack



Motivation

Point-cloud Carlini-Wagner attack

Facts:

● Optimization based attack
● Loss function too loose

[1] Nicholas Carlini and David Wagner, Towards evaluating the robustness of neural networks, S&P 2017
[2] Chong Xiang et al., Generating 3D adversarial point clouds, CVPR 2019

DUP-Net



Statistic outlier removal

kNN outlier trim

● Non-differentiability

[1] Radu B. Rusu et al., Towards 3D point cloud based object maps for household environments, Robotics 
and Autonomous Systems 2008



Model-driven upsampler networks

Point-dropping attack

● critical subset

Upsampler network

[1] Charles Qi et al., PointNet: Deep learning on point sets for 3D classification and segmentation, CVPR 2017
[2] Tianhang Zheng et al., PointCloud saliency maps, ICCV 2019
[3] Lequan Yu et al., PU-Net: Point cloud upsampling network, CVPR 2018



Networks and loss functions

Victim models: 

● PointNet
● PointNet++



Datasets

Training on:

● ModelNet40, Visionair

Testing on: 

● ModelNet40

[1] Zhirong Wu et al., 3D ShapeNets: A deep representation for volumetric shapes, CVPR 2015
[2] Lequan Yu et al., PU-Net: Point cloud upsampling network, CVPR 2018



Defense performance



Motivation

Attack types

● Optimization-based
● Gradient-based
● Generative model-based

Advantages

● Outlier-less
● Flexible of attack category
● Deformation-based

LG-GAN



Generator and discriminator networks

Label-guided conditional generator network

● Hierarchical point feature learning
● Feature decoding and label concatenation

Graph discriminator network



Networks and loss functions



Attack performance



Motivation

Denoising diffusion model

Defend-by-denoise

● noise density-aware (adaptive)
● distortion estimation
● Approximated by the distance of 

a point subset to the nearby plane

[1] Jonathan Ho et al., Denoising diffusion probabilistic models, NeurIPS 2020
[2] Andreas Lugmayr et al., RePaint: Inpainting using denoising diffusion probabilistic models, CVPR 2022

Ada3Diff



Framework





Quantitative results



Motivation

Black-box attack: more practical but challenging

Shape-invariant

● normal estimation

● Modification along the surface
● Max-margin logit loss

[1] Hugues Hoppe et al., Surface reconstruction from unorganized points, SIGGRAPH 1992
[2] Nicholas Carlini and David Wagner, Towards evaluating the robustness of neural networks, S&P 2017

SI-Adv



Algorithm



Experimental setup
Attacked models

● PoinetNet, PointNet++ (MSG), DGCNN, PAConv, SimpleView and CurveNet

[1] Charles Qi et al., PointNet: Deep learning on point sets for 3D classification and segmentation, CVPR 2017
[2] Charles Qi et al., PointNet++: Deep hierarchical feature learning on point sets in a metric space, NeurIPS 
2017
[3] Yue Wang et al., Dynamic graph CNN for learning on point clouds, SIGGRAPH 2019
[4] PAConv: Position adaptive convolution with dynamic kernel assembling on point clouds, CVPR 2021
[5] Ankit Goyal et al., Revisiting point cloud shape classification with a simple and effective baseline, ICML 2021
[6] Tiange Xiang et al., Walk in the cloud: Learning curves for point clouds shape analysis, ICCV 2021



Quantitative results



Qualitative results



Takeaway

● Point-cloud defense
Feature-aware

● Point-could attack
Attack with addtional inputs, generative model, scene datasets

● Mesh
Mesh attack, neural network for mesh steganalysis, other security-related 3D 
problems


