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Why Multimodal Learning



Humans Excel at Understanding Multimodal 
Information





Era of Large Pretrained Language Models 
(LPLMs)

Model Name Year # Parameters

T0 2021 11B

LaMDA 2021 137B

InstructGPT 2022 175B

GPT-NeoX 2022 20B

OPT 2022 175B

PaLM 2022 540B



LPLM: Training

• Given a context of words immediately before, predict the next word.

Wikipedia is a multilingual free online encyclopedia written and maintained by 
a community of ________

Correct answer: volunteers 

𝜽𝜽∗ = max
𝜽𝜽

𝑃𝑃𝑃𝑃 𝑤𝑤𝑡𝑡 𝑤𝑤𝑡𝑡−1,𝑤𝑤𝑡𝑡−2, … ,𝑤𝑤1,𝜽𝜽



LPLMs: In-context Learning



LPLMs: Rationales & Prompt Engineering

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten Bosma, Brian Ichter, Fei Xia, Ed Chi, Quoc Le, Denny Zhou. Chain of 
Thought Prompting Elicits Reasoning in Large Language Models. 2022.



LPLMs: Rationales 
& Prompt 
Engineering

LPLMs demonstrate strong 
abilities to perform reasoning 
with natural language as the 
intermediate representation. 
“In-context learning” may be a 
misnomer.

Takeshi Kojima, Shixiang Shane Gu, Machel 
Reid, Yutaka Matsuo, Yusuke Iwasawa. Large 
Language Models are Zero-Shot Reasoners. 
2022. 



Is it possible to reason about 
visual content using language?
Yes. Kinda of. 



Visual Question Answering
• Object Detection and Attribute Identification
• Action Recognition
• Spatial Understanding
• Commonsense Reasoning

Why are the men jumping? 
to catch frisbee

What is hanging above 
the toilet? Teddy Bear

What animal is in the 
window? Bird

Is the animal sleeping? 
No

Examples from VQAv2 (Goyal et al. 2017)



Plug-and-Play VQA

• Conventional wisdom suggests that in order to connect pretrained 
models, we should perform some end-to-end training. Otherwise, 
performance will probably be low.

• We connect several pretrained models to perform VQA using 
language and saliency maps as the intermediate representation.

• NO training is required.
• We outperform Deepmind’s Flamingo on zero-shot VQAv2 with fewer 

parameters 

Anthony Meng Huat Tiong, Junnan Li, Boyang Li, Silvio Savarese, and Steven C.H. Hoi. Plug-and-
Play VQA: Zero-shot VQA by Conjoining Large Pretrained Models with Zero Training. EMNLP 
Findings. 2022.

Paper



System Architecture
Paper



Paper





Modular System 
Design?
• Practically, switching modules 

without affecting the rest.

• Speculatively, on the path toward 
Artificial General Intelligence?

• Maybe modularity only makes 
sense when the modules scale up. 



LPLMs: Learning Soft Prompts

Typically about 100 words, each having about 1024 
dimensions. 



LPLMs: Learning Soft Prompts



• However, prompt tuning requires a large number of training examples 
(Su et al., 2021). 

• Its performance under few-shot learning is not as good as full-model 
finetuning.

How can we improve the sample 
efficiency of prompt tuning? 

Xu Guo, Boyang Li, and Han Yu. Improving the Sample Efficiency of Prompt Tuning with 
Domain Adaptation. EMNLP Findings 2022. 



Improving the Sample Efficiency of Prompt 
Tuning with Domain Adaptation

Soft 
Prompt A

Supervisedly
Learned on 
Domain A

Soft 
Prompt B

Few-shot 
Finetuned on 

Domain B

Transfer Learning for Prompts (Gu et al., 
2022)

Soft 
Prompt A

Learned on 
Labeled 

Domain A and 
Unlabeled 
Domain B

Soft 
Prompt B

Few-shot 
Finetuned on 

Task B

We propose bOosting Prompt TunIng with 
doMain Adaptation (OPTIMA) 

Paper



• Adversarial Training
1. We find a small perturbation 

𝛿𝛿 to the input that causes 
the network to change 
prediction.

2. With that perturbation fixed, 
we train the network to 
predict the correct label.

3. This leads to a decision 
boundary passing through 
regions with low data 
density

Paper
OPTIMA



• Adversarial Domain Similarity
• We only care about 

perturbation vectors in the 
regions where the two domains 
are similar. 

Paper
OPTIMA



Paper
Few-shot Results



Paper
Few-shot Results



Paper
Source-domain & Zero-shot Results



New Dataset: Synopses of Movie Narratives

• “Watch a movie in 5 minutes” videos
• 869 hours, 683,611 sentences
• Texts are not literal descriptions

• Mental state descriptions
• Reporting bias
• 16-40% text are well matched with videos using 

near-SOTA (2020) models

• Calls for
• Understanding: events, causal relations, theory 

of mind, long-term identity tracking, etc. 
• Commonsense reasoning

Yidan Sun, Qin Chao, Boyang Li. Synopses of Movie Narratives: a Video-Language Dataset for Story Understanding. 

Paper



Conclusions

• Large Pretrained Language Models are transforming AI
• We design systems that 

• Exploit new capabilities (language-based reasoning)
• Solve new challenges (few-shot prompt tuning)

• We propose a new dataset that poses greater challenges to these 
models

Contact: Boyang “Albert” Li, boyangli@ntu.edu.sg
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