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The inspiration

Neural implicit field:

The output shape is always smooth.

Reasons:

1. Properties of MLPs.

2. Marching Cubes cannot reconstruct 

sharp features.

[2] Marching cubes: A high resolution 3D surface construction algorithm. William E. Lorensen and Harvey E. Cline. SIGGRAPH 1987.
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The inspiration

1. The MC templates cannot 
represent sharp features.

2. Additional vertices have to be 
added to represent sharp features.
Now where to put those vertices?



Neural Marching Cubes
Zhiqin Chen, Hao Zhang



Summary of Neural Marching Cubes

1. Design templates.



Summary of Neural Marching Cubes

1. Design templates.

2. Parameterize templates.



Summary of Neural Marching Cubes



Network and loss functions

Input grid

M x N x K

3D ResNet

Output grid (Boolean part)

M x N x K x 5

Output grid (Float part)

M x N x K x 51

BCE loss

MSE loss

GT (Boolean part)

M x N x K x 5

GT (Float part)

M x N x K x 51

Training triangle mesh



Datasets

Training on:

CAD shapes from the ABC dataset.

Testing on:

ABC, Thingi10k, FAUST.

[3] ABC: a big CAD model dataset for geometric deep learning. Sebastian Koch et al. CVPR, 2019.

[4] Thingi10k: a dataset of 10,000 3d-printing models. Qingnan Zhou and Alec Jacobson. ArXiv, 2016.

[5] FAUST: Dataset and evaluation for 3D mesh registration. Federica Bogo et al. CVPR 2014.

[6] Marching cubes 33: construction of topologically correct isosurfaces. Evgeni Chernyaev. Technical Report CN/95-17, CERN, 1995.

[7] Improving the robustness and accuracy of the marching cubes algorithm for isosurfacing. Adriano Lopes and Ken Brodlie. TVCG 2003.



Reconstruction from grids of signed distances 



Reconstruction from grids of binary voxels



Organic shapes - FAUST





Issues of NMC

1. Complex

2. Slow

3. Producing a lot more vertices and 

triangles (4x or 8x) compared to MC
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Marching Cubes                        Dual Contouring 

[8] Dual Contouring of Hermite Data. Ju et al. ACM Transactions on graphics, 2002.
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Issues of NMC

1. Complex

2. Slow

3. Producing a lot more vertices and 

triangles (4x or 8x) compared to MC

Dual Contouring 



Neural Dual Contouring 
Zhiqin Chen, Andrea Tagliasacchi, Thomas Funkhouser, Hao Zhang



Neural Dual Contouring (NDC)
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Unsigned Neural Dual Contouring (UNDC)
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Networks



Networks

[3] PointNet++: Deep hierarchical feature learning on point sets in a metric space. Qi et al. NeurIPS, 2017.



Experiments

1. On grids of signed distances

2. On grids of unsigned distances

3. On grids of binary voxels

4. On point clouds without normals

5. On real scans (dense noisy point clouds without normals)



Our methods:

1. NDC

2. UNDC

Compare with:

1. Marching Cubes 33 (MC33)

2. Dual Contouring with estimated normals (DC-est)

3. Neural Marching Cubes with smaller networks (NMC* and NMC-lite*)

Reconstruction from grids of signed distances 





Quantitative results



Reconstruction from grids of unsigned distances

[9] Multi-Garment Net: Learning to Dress 3D People from Images. Bhatnagar et al. ICCV, 2019.



Reconstruction from grids of unsigned distances



Reconstruction from point clouds

[10] The ball-pivoting algorithm for surface reconstruction. Bernardini et al. TVCG, 1999.

[11] Screened Poisson surface reconstruction. Kazhdan et al. ACM Transactions on Graphics, 2013.

Our method:  UNDC

Compare with:

1. Ball-pivoting

2. Screened Poisson



Reconstruction from point clouds

[12] Implicit neural representations with periodic activation functions. Sitzmann et al. NeurIPS, 2020.

[13] Local implicit grid representations for 3d scenes. Jiang et al. CVPR, 2020.

[14] Convolutional occupancy networks. Peng et al. ECCV, 2020.

Our method:  UNDC

Compare with:

1. Ball-pivoting

2. Screened Poisson

3. SIREN

4. Local Implicit Grids (LIG)

5. Convolutional Occupancy Networks (ConvONet)



Reconstruction from point clouds

Our method:  UNDC

Compare with:

1. Ball-pivoting

2. Screened Poisson

3. SIREN

4. Local Implicit Grids (LIG)

5. Convolutional Occupancy Networks (ConvONet)





Reconstruction from noisy real scans

[15] Matterport3D: Learning from RGB-D Data in Indoor Environments. Chang et al. 3DV, 2017.



Reconstruction from noisy real scans
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Reconstruction from noisy real scans



Overview

Neural Marching Cubes
(SIGGRAPH Asia 2021)

Neural Dual Contouring
(SIGGRAPH 2022)

MobileNeRF
(Arxiv 2022)



Motivation

Traditional NeRF methods rely on 

volumetric rendering.

> Slow: because many sampled 

points have to be evaluated for 

each ray (pixel).

* The figure is taken from SNeRG - Baking Neural Radiance Fields for Real-Time View Synthesis, Hedman et al. ICCV 2021.

Density



Motivation

Recent NeRF methods speed up inference by 

“baking” the MLP evaluation results into 

sparse 3D voxel grids.

E.g., SNeRG, PlenOctrees.

> Large: Because 3D texture has be to stored 

in GPU for fast accessing.

* The figure is taken from SNeRG - Baking Neural Radiance Fields for Real-Time View Synthesis, Hedman et al. ICCV 2021.



Motivation

> Compatibility: Most NeRF methods need cuda and high-end machines.

SNeRG PlenOctrees



Our method

We want to use textured triangle mesh as the representation.

> Compatibility: All GPUs in modern devices can render triangles.

> Speed: GPUs are optimized to render triangles extremely fast.

> Memory: Storing 2D textures consumes much less memory than 3D textures.



UNDC + Differentiable renderer 

1. Store a grid of vertices 2. Connect adjacent 

vertices to form faces

3. Compute intersections;

then do NeRF



UNDC + Differentiable renderer 

1. Store a grid of vertices 2. Connect adjacent 

vertices to form faces

3. Compute intersections;

then do NeRF

Intersection computation 

is efficient!



MobileNeRF: Exploiting the Polygon Rasterization Pipeline

for Efficient Neural Field Rendering on Mobile Architectures

Zhiqin Chen, Peter Hedman, Thomas Funkhouser, Andrea Tagliasacchi



Our triangle mesh Our rendered output





View dependent effects

> store 8-d features instead of 3-d RGB colors in the texture image.

> use a tiny MLP running in a GLSL fragment shader to produce the output color.



Training - stage 1
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Training - stage 2

1. Binarization

2. Supersampling

(for antialiasing)

Ground truth With SS Without SS



Training - stage 3

Extract the mesh

> store visible triangles in OBJ files.

Bake textures

> store the features and alpha into PNG texture images.

Cache the neural renderer

> store the MLP weights into a JSON file



Online demo

https://mobile-nerf.github.io

https://mobile-nerf.github.io/
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Visual results



Scene editing





Limitations
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Thank you!
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(SIGGRAPH Asia 2021)

Neural Dual Contouring
(SIGGRAPH 2022)

MobileNeRF
(Arxiv 2022)

Code:

[NMC]   https://github.com/czq142857/NMC

[NDC]   https://github.com/czq142857/NDC

[MobileNeRF]   https://github.com/google-research/jax3d/tree/main/jax3d/projects/mobilenerf

https://github.com/czq142857/NMC
https://github.com/czq142857/NDC
https://github.com/google-research/jax3d/tree/main/jax3d/projects/mobilenerf

