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Can we reproduce the success of vision transformer in 

discriminative tasks to generation?
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Instable adversarial training

Limited resolution: 64x64
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Conv Nets use zero padding to locate pixels
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Image with blocking artifacts

Fourier spectrum 

fWavelets

DWT Concat + Conv
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Language model inspired 

Just like GPT 3

5 2 6

3 5 7

4 0 1

Taming Transformers for High-Resolution Image Synthesis, CVPR 2021

Zero-Shot Text-to-Image Generation, ICML 2021
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“An illustration of a baby hedgehog in a 

Christmas sweater walking a dog”

12-billion parameters

250-million training pairs
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▪ The denoising model takes the noisy input 𝑥𝑡 and predicts the added noise
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Vector Quantized Diffusion Model for Text-to-Image Synthesis, CVPR 2022
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370M parameters

34M parameters

12B parameters



The sunset on the 

beach is wonderful

Black and white

icon of man 

and woman 

Two smiling 

beautiful ladies are 

standing together

A red bus is 

driving 

on the road

A picture of a 

very tall stop sign

A very cute giraffe 

making a funny 

face

A man with beard

in 1920s The face of Bill Gates

A picture of some

food in the plate

A woman with 

curly hairs and 

brown skin

Two girls in 

cartoon style

A mountain 

near the lake
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Similar to truncation trick in GANs
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Teddy bear playing in the pool
Cactus with a Mexican 

hat on top of it
Fruits in plate, strawberry 

and blueberry

Low-resolution 

diffusion

Super-

resolution
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DDPM

2019.12

DALLE v1

2021.2

Diffusion 

beats GAN

2021.5

VQ-diffusion

2021.11
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DALLE v2

2022.4

Imagen

2022.5
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Discrete space diffusion enables more possibilities for multimodality generation
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▪

❑ Task-specific customization

❑ Learn from scratch

❑ Limited paired data

▪

Image 

manifold

Natural image

Input image

Pretraining is All You Need for Image-to-Image Translation, arXiv 2022



Conditional 

Finetuning
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Diffusion Decoder

Shared semantic

Latent Space

𝐄𝒑𝒓𝒆𝒕𝒆𝒙𝒕

Pretext Condition

Tokens

Pretrained with 

Diverse Images

…

𝒙𝒕−𝟏

…

𝒙𝟎

𝒙𝑻𝒙𝒕

…

𝐄𝐦𝐚𝐬𝐤

𝐄𝐬𝐤𝐞𝐭𝐜𝐡

Sparse coding, low-rank, generative prior, …, -> Universal generative prior
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Input Ours SPADE OASIS
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Input Sample1 Sample2 Sample3

Pretraining is all you 

need for I2I translation!
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We need personalized avatar!

avataruser
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Audio-driven avatar
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Can we synthesize a photorealistic character with controllable

viewpoints and body poses in real-time?

▪ Simply memorize the scene 

▪ Static scene only

▪ Not controllable

▪ Slow to render ~20s
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▪ Good enough for front-facing scenes
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Video from “Everybody Dance Now”



▪ pose-to-MPI translation

▪ Conv is fast, and generalizable

Real-Time Neural Character Rendering with Pose-Guided Multiplane Images, ECCV 2022
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A very cute giraffe making a 

funny face

𝑧



Thank you! 


