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TEXT-DRIVEN IMAGE GENERATION
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DALL·E [1] DALL·E 2 [2] Imagen [3]

[1] https://openai.com/blog/dall-e/ [2] https://openai.com/dall-e-2/
[3] https://imagen.research.google

https://openai.com/blog/dall-e/
https://openai.com/dall-e-2/
https://imagen.research.google/
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t = “Iron Man”

CLIP Image
Encoder

CLIP Text
Encoder

𝐸! 𝐸"

a) Differentiable Rendering b) Optimization guided by CLIP

Cosine Distance

TEXT-DRIVEN 3D GENERATION
CLIP + DIFFERENTIABLE RENDERING



TEXT-DRIVEN 3D GENERATION
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Dream Field [1] Text2Mesh [2]

[1] https://ajayj.com/dreamfields [2] https://threedle.github.io/text2mesh/

CLIP + DIFFERENTIABLE RENDERING

https://openai.com/blog/dall-e/
https://ajayj.com/dreamfields
https://openai.com/dall-e-2/
https://threedle.github.io/text2mesh/


WHAT ABOUT TEXT-DRIVEN AVATAR
GENERATION => NOW WE HAVE AVATARCLIP
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I want to generate a
tall and fat Iron Man

that is running.

I would like to
generate a skinny

ninja that is raising
arms.

I want to generate a
tall and skinny

female soldier that is
arguing.

I want to generate
an overweight sumo

wrestler that is
sitting.



B) MOTION GENERATIONA) STATIC AVATAR GENERATION
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AVATARCLIP: HOW IT WORKS

Shape Description: “a tall and fat man”

Appearance Description: “Iron Man”

Motion Description: “running”
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AVATARCLIP: DETAILED PIPELINE

Marching Cube & Get the
Animatable 3D Avatar

𝑀 𝜃 = 𝐿𝐵𝑆(𝑉#, 𝜃 , 𝐹, 𝐶}

Final Animated 3D Avatars

tshape= “a tall and fat man”

tmotion= “running”

Shape Sculpting and Texture Generation in
the Implicit Space

a)
St
at
ic
A
va
ta
r
G
en
er
at
io
n

b)
M
ot
io
n
G
en
er
at
io
n

Coarse Shape Mesh
Generation

𝑀$ = {𝑉$ , 𝐹$} 𝑁 = {𝑓(𝑝), 𝑐(𝑝)}

tapp= “Iron Man”

𝑁′ = {𝑓 𝑝 , 𝑐 𝑝 , 𝑐%(𝑝)}

CLIP

Candidate Poses Generation Reference-based Animation with Motion Prior
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AVATARCLIP: COARSE SHAPE GENERATION

ℛ(𝑀&[𝑖])

𝐸!

ℛ(𝑀')

𝐸!

tshape = “a
tall and
fat man”

tn = “a
person”

𝐸" 𝐸"−

−

CLIP Encoders

𝑠( = 1 − norm(∆𝑓!) A norm(∆𝑓")Shape VAE

Reconstruction

B) CODE-BOOK
CONSTRUCTION

A) SMPL SHAPE VAE
TRAINING

C) CLIP-GUIDED CODE-BOOK
QUERY

…

Code-book

Shape VAE
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SHAPE GENERATION RESULTS & COMPARISON

(i) Direct optimization on SMPL parameter beta

(ii) Direct optimization on shape VAE latent code
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AVATARCLIP: TO THE IMPLICIT SPACE

𝑝(𝑡)

𝑐(𝑝)

Color Network

𝑓(𝑝)

SDF Network

𝒐

𝒗

𝑁 = {𝑓 𝑝 , 𝑐(𝑝)}
𝐼$(′

𝐶
𝑜,
𝑣
=
E #)

𝑤
𝑡
𝑐
𝑝
𝑡

𝑑𝑡

Mesh Implicit FunctionNeuS
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AVATARCLIP: SHAPE SCULPTING AND TEXTURE
GENERATION

𝑝(𝑡)

𝒐

𝒗
𝑓(𝑝)

𝑐(𝑝)

Color Network

SDF Network

𝑐!(𝑝)

Additional
Color Network

a) Rendering the Implicit 3D Avatar 𝑁′ = {𝑓 𝑝 , 𝑐 𝑝 , 𝑐&(𝑝)}

𝒍
Light

tapp = “Iron Man”

CLIP Image
Encoder

CLIP Text
Encoder

𝐸!

𝐸"

𝓛𝒄𝒍𝒊𝒑𝒄𝓛𝒄𝒍𝒊𝒑
𝒈

𝐶 𝑜, 𝑣 = E
#

)
𝑤 𝑡 𝑐 𝑝 𝑡 𝑑𝑡 𝐼&'′ 𝓛𝟏

𝐼&'′

𝑛 𝑜, 𝑣 = E
#

)
𝑤 𝑡 ∇𝑓 𝑝 𝑡 𝑑𝑡

𝐶*+,- 𝑜, 𝑣 = 𝐴 + 𝐷×𝑛(𝑜, 𝑣) A 𝑙 𝐼)

𝐼*

𝐼*

𝐼)

𝐶% 𝑜, 𝑣 = E
#

)
𝑤 𝑡 𝑐% 𝑝 𝑡 𝑑𝑡 𝐼+

𝐼+

b) Optimization Examples of Intermediate Results



B) SEMANTIC-AWARE PROMPT AUGMENTATIONA) RANDOM BACKGROUND AUGMENTATION
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AVATARCLIP: OPTIMIZATION PROCESS

1) Black 2) White

3) Gaussian
Noise

4) Chess
Board

“Steve Jobs”

“the face of Steve Jobs”

“the back of Steve Jobs”

Implicit 3D Avatar 𝑁′ = {𝑓 𝑝 , 𝑐 𝑝 , 𝑐%(𝑝)}
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AVATAR GENERATION ABLATION
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AVATAR GENERATION RESULTS
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CONTROLLING & CONCEPT MIXING ABILITIES

Alien Bill Gates Bill Gates Wearing Batman Suit Robot Bill Gates Zombie Iron ManZombie Steve Jobs

1. Superman
2. the face of Bill Gates

1. Iron Man
2. the face of Steve Jobs

Steve Jobs in White Shirt Man in Jeans Man in White Shirt



© 2022 SIGGRAPH. ALL RIGHTS RESERVED. 17

COMPARISON WITH BASELINE METHODS
OF AVATAR GENERATION
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AVATARCLIP: DETAILED PIPELINE

Marching Cube & Get the
Animatable 3D Avatar

𝑀 𝜃 = 𝐿𝐵𝑆(𝑉#, 𝜃 , 𝐹, 𝐶}

Final Animated 3D Avatars

tshape= “a tall and fat man”

tmotion= “running”

Shape Sculpting and Texture Generation in
the Implicit Space

a)
St
at
ic
A
va
ta
r
G
en
er
at
io
n

b)
M
ot
io
n
G
en
er
at
io
n

Coarse Shape Mesh
Generation

𝑀$ = {𝑉$ , 𝐹$} 𝑁 = {𝑓(𝑝), 𝑐(𝑝)}

tapp= “Iron Man”

𝑁′ = {𝑓 𝑝 , 𝑐 𝑝 , 𝑐%(𝑝)}

CLIP

Candidate Poses Generation Reference-based Animation with Motion Prior
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AVATARCLIP: CANDIDATE POSES GENERATION

…

Code-book

VPoser

ℛ(𝐵.[𝑖])

𝐸!

tmotion = “running”

…

+

𝐸"

CLIP Encoders

𝑠( = 1 − norm(𝑓!) A norm(𝑓")

B) CLIP-GUIDED CANDIDATE POSES QUERYA) POSE VAE (VPOSER)

VPoser

Reconstruction
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CANDIDATE POSE GENERATION RESULTS

a)
C
om

pa
ri
so
n
w
it
h

B
as
el
in
e
M
et
ho

ds
b)

M
or
e
R
es
ul
ts

1) arguing

(i) (ii) (iii) Ours

2) running

(i) (ii) (iii) Ours

3) praying

(i) (ii) (iii) Ours

tired shooting basketballraising both armswalking squattingsad washing hands

(i) Direct optimization on SMPL parameter theta

(ii) Direct optimization on VPoser latent code

(iii) Multi-Modal RealNVP



A) MOTION VAE TRAINING
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AVATARCLIP: REFERENCE-BASED ANIMATION

Θ,

𝐸- 𝜙 Trans
Encoder 𝐸. 𝑦

𝑅/ 𝑅0

𝑧1.&'.*

𝜇 𝜎𝓛𝑲𝑳Motion Sequence

𝜙 𝟎

Trans
Decoder

𝐷.
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Θ∗
𝓛𝒓𝒆𝒄𝒐𝒏

𝑬𝒎𝒐𝒕𝒊𝒐𝒏

𝑫𝒎𝒐𝒕𝒊𝒐𝒏
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AVATARCLIP: REFERENCE-BASED ANIMATION
(CONT.)

𝐷"#$%#&

Latent Code 𝑧$

a) Reconstruction Loss ℒ'#()
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b) Delta Loss ℒ/)0$1

Po
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ℒ/)0$1 = −-
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23+

𝛩% − 𝛩%.+

tmotion = “raising 
both arms”

𝐸!

𝐸"

c) CLIP Loss ℒ!0%'

𝑠% = 1 − norm(𝑓4) = norm(𝑓5)

ℒ6789
" =-

%*+

2

𝜆!0%'(𝑖) = 𝑠%

B) CLIP-GUIDED OPTIMIZATION ON THE MOTION VAE
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COMPARISONS OF MOTION GENERATION
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OVERALL RESULTS
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B) MOTION GENERATIONA) STATIC AVATAR GENERATION
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QUANTITATIVE RESULTS: USER STUDY



POTENTIAL NEGATIVE IMPACTLIMITATIONS

• Low quality of generate avatar.

• Small variations across different runs.

• Hard to generate out-of-distribution poses.

• Difficult to generate stylized motions.

• Gender bias.

• Misused to make fake videos of celebrities.
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DISCUSSION
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CODES ARE AVAILABLE
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GitHub Project Page


