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01 Introduction
Background

Today’s AI systems:  2D Recognition / Detection / Segmentation

These systems do not really perceive the 3D world ! 



Future of AI:  Intelligent systems that perceive the 3D world

01 Introduction
Background

Augmented Reality

Navigation Autonomous Driving

Grasping



05 Introduction
Emerging 3D applications

Autonomous Driving AR/VR

Entertainment Cultural Heritages



05 Introduction
Urban 3D Scene Understanding

Figure from Liu et al, “UrbanScene 3D: A Large Scale Urban Scene Dataset and Simulator”

Figure from  “Immerse View for Google Maps”Figure from Xiangli et al.  “CityNeRF: Building NeRF at City Scale”

Figure from Hu et al, “SQN: Weakly-Supervised Semantic 
Segmentation of Large-Scale 3D Point Clouds”



01 Introduction
Research Questions

Semantic Understanding of Urban-Scale 3D Scenes

➢ How to build urban-scale 3D datasets? What are the main challenges of urban 3D 

understanding? 

➢ How to achieve synthetical generation of urban-scale 3D scenes?

➢ How to achieve label-efficient learning of large-scale 3D scenes?



How to build urban-scale 3D datasets? What are the 

main challenges of urban 3D understanding? 

Research Question 1



02 SensatUrban
Background

...

2019/08

SemanticKITTI

2016/06

Toronto3D

2020/03

2015/12

S3DIS

2016/06

2018/07

NPM3D

2017/09

Semantic3D

2017/04 2019/07

DublinCity

2020/08

Campus3D

2020/04

DALES

2020/112017/04

ScanNet

SensatUrbanShapNet

Matterport3D

vKITTI

◼ Large-scale annotated datasets have driven tremendous progress in this field
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Figure from Dai et al, “ScanNet: Richly-annotated 3D Reconstructions 
of Indoor Scenes”, CVPR 2017

Figure from Qi et al, “PointNet: Deep Learning on Point 
Sets for 3D Classification and Segmentation”, CVPR 2017

Indoor Scene-Level, 
RGB-D surface reconstructed Point Clouds Figure from Chang et al, “ShapeNet: An Information-Rich 

3D Model Repository”, Arxiv 2015
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Figure from Tan et al, “Toronto-3D : A Large-scale Mobile LiDAR Dataset for Semantic 
Segmentation of Urban Roadways”, CVPRW 2020

Figure from Hackel et al, “SEMANTIC3D.NET: A new large-scale point cloud classification 
benchmark”, ISPRS 2017

Outdoor Roadway-Level Point Clouds



2019/08

SemanticKITTI

2016/06

Toronto3D

2020/03

2015/12

S3DIS

2016/06

2018/07

NPM3D

2017/09

Semantic3D

2017/04 2019/07

DublinCity

2020/08

Campus3D

2020/04

DALES

2017/04

ScanNet

ShapNet

Matterport3D

vKITTI

Figure from Behley et al, “SemanticKITTI: A dataset for semantic scene understanding of LiDAR sequences”, ICCV 2019

Sequential Street-View LiDAR Point Clouds
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Figure from Varney et al, “DALES: A large-scale aerial LiDAR data set for semantic segmentation”, CVPRW 2020

Aerial Urban-level LiDAR Point Clouds
Figure from Zolanvari et al, “DublinCity: Annotated LiDAR Point Cloud and its 

Applications”, BMVC 2019



• Various modalities: indoor RGB-D reconstruction, outdoor LiDAR 

• Increasing spatial scale: from object-level -> indoor scene-level -> outdoor roadway-level -> 

urban city-level 

• Richer information: 3D coordinates, RGB color, sequential flow

• Geometrical structure: simple object -> complex structure

...
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02 SensatUrban
Summarize



02 SensatUrban
Overview

⚫ Largest urban-scale photogrammetric point cloud dataset (nearly three billion labeled 3D points )

⚫ Consists of large areas from three UK cities, covering about 7.6 km2 of the city land-scape. 

⚫ Point is manually-labeled as one of 13 semantic categories such as ground, vegetation, car, etc
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02 SensatUrban
Data Examples

◼ Dataset



02 SensatUrban
Data Examples

◼ Dataset



02 SensatUrban
Data Examples

◼ Dataset



02 SensatUrban
Visualization



02 SensatUrban
Overview

◼ Comparison with existing datasets



02 SensatUrban
Data Collection

◼ Acquisition Equipment



02 SensatUrban
Data Collection

(a) Multi-flights survey (b) Zoomed-in single 

flight survey

◼ Sequential Aerial Imagery Acquisition

Figure 2: The survey of a region in Cambridge. All 9 flight plans (left) are 

collated together to cover the site. Lines with different colors represent different 

flight paths of UAVs. The circular path is the takeoff and landing pattern.



02 SensatUrban
Data Annotation

◼ Point-wise Semantic Annotations



02 SensatUrban
Statistics

◼ Data Distribution



02 SensatUrban
Benchmarks

⚫ Carefully selected 7 representative baselines, including projection, volumetric, point based methods

⚫ KPConv achieves the highest mIoU scores

⚫ A number of key categories such as bridge, rail, street, footpath, bike that are poorly segmented.

◼ Evaluation of 7 representative methods



02 SensatUrban
Challenges

◼ Challenge 1: Data preparation

⚫ Step 1: Downsample the raw point clouds at the very beginning (Random sampling vs. Grid sampling)

⚫ Step 2: To obtain individual input set of points to feed into the networks. (Constant-number vs. 
Constant-volume)



02 SensatUrban
Challenges

◼ Challenge 2: Geometry vs. Appearance



02 SensatUrban
Challenges

◼ Challenge 3: Extremely imbalanced distribution



02 SensatUrban
Challenges

◼ Challenge 4: Cross-city generalization



02 SensatUrban
Challenges

◼ Challenge 5: Cross-dataset generalization



02 SensatUrban
Challenges

◼ Challenge 5: Pre-Training



02 SensatUrban
ICCV 2021 workshop



02 SensatUrban
ICCV 2021 workshop

• 446 researchers from different institutes have registered to download our SensatUrban dataset
• 111/154 teams have successfully participated in our challenge in CodaLab
• Nearly 200 valid submissions are reported during the competition phase
• The top performed method has surpassed the baseline methods (KPConv, RandLA-Net) by more than 

15%  in terms of mIoU



How to achieve synthetical generation of 

urban-scale 3D scenes?

Research Question 2



03 STPLS3D
Motivation

Data 

Collection

Data 

Preparation

Data 

Curation

Data 

Labeling

Model 

Training

Hardware configurations
 Flight permission
 Survey planning (flight 

attitudes, overlaps 
between images)

Data cleaning (low-
quality samples, 
holes, outliers)

Data sanitization 
(privacy-concern)

Determine categories of 
interest (Semantic & instance)

 Annotation tools & training 
annotators

 3D data annotation & 
annotation quality

 Class-imbalanced issue
Unexpected performance
 Limited desired instances

It is highly challenging for individuals to complete the whole 
pipeline of dataset creation!

✓ Time consuming 
✓ Prohibitive

◼ Photogrammetry dataset pipeline

sanitizati



02 STPLS3D
Objective

● Realistic &  Effective

○ Simulates the reconstruction process of the real environment
○ Following the same UAV flight pattern, ensure similar quality, noise pattern, and diversity

● Controllable & Efficient & Low cost

○ Procedurally synthetic 3D data generation 
○ Automatic annotation generation, avoiding time-consuming manual annotation

● Creating large-scale annotated photogrammetry datasets

○ Exploring open geospatial data sources 
○ Leveraging off-the-shelf commercial packages 

◼ Equip individuals with the full capability of:



03 STPLS3D
STPLS3D dataset



03 STPLS3D
Statistics

⚫ Synthetic and Real Aerial Photogrammetry 3D Point Cloud Dataset

⚫ Synthetic V1-V3: 16 km2 of the city landscape, with up to 18 semantic classes and 14 instance classes

⚫ Real Datasets: 1.27 km2 landscape, 6 semantic classes



03 STPLS3D
Highlights

◼ Dataset Highlights

● Scalability 

○ Synthetic environments were procedurally generated with great flexibility and scalability
○ Freely changing scene layouts, object materials, architectural models
○ Explicitly balance the class distribution by heuristically placing 3D models

● Quality

○ Fully exploits existing open geo-spatial data sources, compared with limited gaming 
environments in virtual gaming engine-based generation

○ Leverage procedural modeling tools to create building models with variations and 
adapted different material databases to enrich the diversity for building appearances

○ Simulate similar UAV paths over the virtual terrain as the real-world survey
○ Up to 18 different semantic annotations + point-wise instance labels



03 STPLS3D
Data Generation Pipeline

GIS Database
Scene Layout

3D Environment

Generation

Label 

Projection

2D Rendering

Synthetic 3D point cloud with annotations

3D Reconstruction

InstanceSemantic

RGB points



03 STPLS3D
Data Generation Pipeline

◼ Demo



03 STPLS3D
Data Generation Pipeline

OSM building footprints

DSM

PMGS

Adding details

Game Objects
Generated 

Object Positions

Procedural City

◼ 3D Scene Generator



03 STPLS3D
Data Generation Pipeline

◼ 2D Rendering Engine/Simulator (AirSim)



03 STPLS3D
Data Generation Pipeline

Rendered RGB 
images 

+ 
ContextCapture

+
Ray casted point 
cloud (for label)

◼ Photogrammetric point clouds  with annotations



03 STPLS3D
Data Visualization

◼ Synthetic Subsets



03 STPLS3D
Data Visualization

◼ Real-World Subsets



03 STPLS3D
Data Visualization



03 STPLS3D
Data Distribution

◼ Data Distribution



03 STPLS3D
Data Quality

Side view Section viewSide view Section view

Ray casted point clouds Photogrammetric reconstructed 
point clouds



03 STPLS3D
Data Visualization



03 STPLS3D
Comparison of Collection Cost

Real-World Subset:

• Spatial area: 1.27 km2

• Cost: Over four months of team efforts

✓ Getting flight permits

✓ Planning

✓ Repeatedly executing the data collection process

✓ Data cleaning, sanitization

✓ Semantic & instance labeling

Synthetic Subset:

• Spatial area: over 16 km2

• Cost: Single person within a month efforts

✓ A desktop PC

✓ Intel Core™ i9-10900X CPU

✓ NVIDIA RTX 3090

✓ Can be parallel accelerated

✓ Not constrained by workforce talent



03 STPLS3D
Experiments

◼ Semantic Segmentation Results

⚫ Baselines: RandLA-Net, SCF-Net, KPConv

⚫ Mapping to 6 unified semantic classes

⚫ Testing set:  real-world test set (WMSC)



03 STPLS3D
Experiments

◼ Instance Segmentation Results

⚫ Baselines: HAIS, PointGroup

⚫ Selected 14 instance classes

⚫ Training set: 20 synthetic data from V3; Testing set: 5 synthetic data from V3



02 SensatUrban
ICCV 2021 workshop

ECCV 2022

Tel-Aviv

Oct. 23-27 2022

⚫ 1st place: $1500

⚫ 2nd place: $1000

⚫ 3rd place: $500

⚫ Invited presentation at ECCVW 2022



How to achieve label-efficient learning of 

urban-scale 3D scenes?

Research Question 3



04 Semantic Query Network
Background

2D image：MB 3D point clouds: GB

Velodyne

HDL-64E
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RealSense L515 LiDAR
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04 Semantic Query Network
Motivation

◼ Statistics

➢ A single vehicle with LiDAR captures 84 billion points per day

➢ It takes more than 1700 hours to annotate the SemanticKITTI dataset (4 billion points)

➢ It takes around 22.3 minutes to annotate a single indoor scene (5m×5m×2m) in ScanNet, 

even with the oversegmentation preprocessing to reduce labeling cost

◼ Goal

➢ Reducing the labeling efforts for large-scale point clouds with billions of points



04 Semantic Query Network
Related works

• Generating pseudo labels from indirect scene-level tags/seg-level/sub-cloud labels/ 

2D image labels (MPRM’CVPR20, SegGroup’Arxiv21, BMVC19)

◼ Limited Indirect Annotations



04 Semantic Query Network
Related works

• Approximating gradients with fewer 3D labels (10x Fewer labels’CVPR20)

• Contrastive pretraining followed by fine-tuning with fewer labels  

(PointContrast’ECCV20, DepthContrast’Arxiv21, P4Contrast’Arxiv21)

◼ Limited Point Annotations



04 Semantic Query Network
Key questions

◼ Limitations

➢ Existing approaches adopt custom methods and proportions of labels 
for training (10%/5%/1% of raw points or superpoints), making fair 
comparison infeasible.

➢ Existing pipelines usually involve multiple stages including careful data 
augmentation, self-pretraining, fine-tuning, and/or post-processing 
such as the use of dense CRF.

➢ The strong local semantic homogeneity of point neighbors in large-
scale point clouds is not fully exploited yet. 



04 Semantic Query Network
Key questions

◼ Questions

➢ Whether, and how, do existing fully-supervised methods perform 
given different amounts of annotated data for training?

➢ Given fewer and fewer labels,  where the weakly supervised regime 
actually begins?



04 Semantic Query Network
Exploring Weak Supervision

Input Point Clouds Random Sparse Annotation

◼ Weakly-Supervised Setting



04 Semantic Query Network
Exploring Weak Supervision

◼ Benchmarking on the S3DIS dataset

 Dense annotations are actually unnecessary to obtain a comparable and favorable 

segmentation accuracy. 

92.8％

83.0％

51.9％



04 Semantic Query Network
Exploring Weak Supervision

◼ Benchmarking on the S3DIS dataset

 This critical point (1‰) indicates that keeping a certain amount of training signals is 

also essential for weak supervision.

92.8％

83.0％

51.9％



04 Semantic Query Network
Exploring Weak Supervision

◼ Benchmarking on the S3DIS dataset

 The new question:  Given extremely limited point annotations (e.g., 0.1%), how to fully 

utilize the sparse yet valuable training signals to update the network parameters?

92.8％

83.0％

51.9％



04 Semantic Query Network
Neural Architecture

◼ SQN Architecture



04 Semantic Query Network
Insights

◼ Why Semantic Query Network?

• Training with limited annotation

• The query point is assumed to shares similar semantic information with the collected 

point features, such that the training signals from the query points can be shared and 

back-propagated to the relevant points.

• Flexible

• The query point can be arbitrary points in 3D space, even not within the input point 

clouds. This allows training in incomplete point clouds, testing in complete point clouds. 

• Novel

• Without using the mature U-Net architecture and skip connection

• Memory & computationally efficient, Lightweight



04
Experimental results

◼ S3DIS

Semantic Query Network



04

◼ S3DIS

Experimental results

Semantic Query Network



04 Semantic Query Network
Experiments

Input Point Clouds Semantic Predictions

◼ Qualitative results



04

◼ ScanNet

Experimental results

Semantic Query Network

➢ Sub-cloud labels: Labeling on the fly

➢ Sparse annotation: one-pass labeling at the beginning, more friendly

◼ Semantic3D
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◼ DALES & SensatUrban & Toronto3D & SemanticKITTI

Experimental results

Semantic Query Network
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◼ Sensitivity to random sparse annotation

Ablation study

Semantic Query Network
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◼ Variants of Semantic Queries

Ablation study

Semantic Query Network

 Querying at the last layer can achieve much better results than in the first layer

 Querying at different encoding layers and combining them is likely to achieve 

better segmentation results



04

◼ Varying Number of Queried Neighbours

Ablation study

Semantic Query Network
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◼ Extension to Region-wise Annotated Data

Ablation study

Semantic Query Network
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◼ SQN with different backbones

Ablation study

Semantic Query Network
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◼ Train in partial point clouds, test in complete point clouds

Discussion

Semantic Query Network



04 Semantic Query Network
Demo
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◼ Number of annotated points in practice

Discussion

Semantic Query Network

0.002% 



04
Sparse annotation demo

Semantic Query Network

✓ Save up to 98% annotation cost for large-scale 3D point clouds



05 Conclusion
Other Works

➢ Dynamic point cloud processing; (Kinet, CVPR2022)

➢ Efficient semantic segmentation of large-scale point clouds; (RandLA-Net, CVPR 2020)

➢ Efficient 3D object detection; (IA-SSD, CVPR 2022)

➢ Geometry/Attribute compression of 3D scenes; (3DAC, CVPR 2022)

➢ Generalized 3D point clouds registration; (SpinNet, CVPR 2021) 

RandLA-Net KiNet IA-SSD

https://github.com/QingyongHu/RandLA-Net
https://github.com/jx-zhong-for-academic-purpose/Kinet
https://github.com/yifanzhang713/IA-SSD


05 Conclusion
Future directions

◼ Learning Unified 3D Representation



05 Conclusion
Future Directions

◼ Future directions

Figure from  “Immerse View for Google Maps”

Figure from Matthew et al. “Block-NeRF: Scalable Large Scene 
Neural View Synthesis”
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