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Voices from Community — T-shirt Style Voting

- Voting results for T-shirt style: 53% vs. 47% Key e'e"‘?f

(119 total)

- We will make Style 1 T-shirts as souvenirs

professiona

- Please comment under “Lecture 17"
@Bilibili before 24:00 this Sunday
7/31 about your great ideas of what

souvenirs you want for Piccolo : Rewarding list for last event:

A | . @WREERITIEE2, @i/ IUIAT, @Rivers/M,
- We will give out 10 T-shirts for ;
the best comments . @ME ) X, @1 Biu, @QLREKEF —HNWEFIR,
. @JII#177, @Quincy-1, @& TE L X, @ASEif
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Voices from Community — Great Lecture Notes

¥ Games104 %3558+ / GAMES104CourseNote

- Really appreciated for sharing

notes and making contributions to & i

I Name

Piccolo community S )

¥ Games104 Lecture 2

£ Games104 Lecture 3
# Games104 Lecture 4
Games104 Lecture 5
fis Games104 Lecture 6 (1/2)
- If you have other lecture notes, creative ® e =wese
2 Games104 Lecture 7
Games104 Lecture 8 (1/2)

ideas, or any interesting projects, we can ; c.ciwuweses

A Games104 Lecture 9
help you to release in our community Gt

@] Games104 Lecture 12

b ContaCt email: #i Games104 Lecture 13

* piccolo-gameengine@boomingtech.com

k-iAMES1 04CourseNote

B IZESIE  Intro

B=shez)
f=shez]

WERG
YERGE
R R

Layered Architecture & Overall Pipeline
Games Word Construction

Engine Into  Render in Game Engine
Light and Texture

Sky & Cloud & Terrain

Sky & Cloud & Terrain

Engine Into  Render pipeline & Post porecessing
Animation Basic in Engine

Animation Basic in Engine

Animation Advance: Tree IK 8 Emotion etc
Physic Basic in Engine

Senior Physic System Application

Particles and Sound System

TE4 Basic of Tool Chain

Multi-Threading Z&IEH1Z#%

Modern Game Engine - Theory and Practice RBING ¢ camEsIOs
Function - Multi-Threading B
iy Function Layer
2 Resource Layer
oo — ] s
Entry e C — Core Layer
Fixed Thread  pbum T ] TN E— i e
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Mainstream Bl | il T T N | ;
Thread Fork/Join = = a e
=+ = ' - HEEEE.
] :
Multi-Core CPU
I I T
I T el O
Jg?;;':;:‘ = ng -E__- « Multi-core processors become the mainstream
[E—] ﬂmﬂ“ﬂ—n- + Many systems in game engine are built for parallelism
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Q&A

* Q1: What’s your opinion on Al reading operating instructions from players directly?

* Q2: What'’s the budget of computation of Al behaviors?

« Q3: Is it feasible to distribute the computation of Al agents over the network to alleviate performance
pressure from Al systems?
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Lecture 16

Gameplay Systems

Advanced Artificial Intelligence




Outline of Artificial Intelligence Systems

@4

Al Basic

« Navigation

« Steering

« Crowd Simulation

« Sensing

« Classic Decision Making Algorithms

~

02

Advanced Al

» Hierarchical Tasks Network

« Goal-Oriented Action Planning
 Monte Carlo Tree Search

« Machine Learning Basic

* Build Advanced Game Al
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Hierarchical Tasks Network
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Overview

HTN assumes there are many Hierarchical tasks

«w  DYINGLIGHT2

STAY HUMAN

Transformers fall of cybertron(2012)
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Make a Plan Like Human

Hierarchical:
« people in real world usually make their plan hierarchically Method 1
_ - -uvethod 1 _
\
|  Find Books in !
. |
| Library :
|
: Borrow Books i
# O .t I
_,’, ——————————— ‘\ __________ /
! Prepare the
:: material
| o : __Method 2 _
_________ 3 ! Go to the : N \
\Decompose| classroom | ol ! Search on |
Take aclass | o ! Ll Internet :
_________ ! : L earn I P .@ o : Downlo_ad and :
| ! . Print I
| : DEPEN, o AN g /
: Q&A after class 1
|
—
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HTN Framework (1/2)

World state

« Contains a bunch of properties

* Input to planner, reflect the status of
world

* It'sa Subject World View in Al Brain

Sensors

» Perceive changes of environment and
modify world state

* It’s more like Perception

Hierarchical
Tasks

Task

Task
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HTN Framework (2/2)

HTN Domain Sensors

+ Load from asset CSensorsemor  sewor  Semsor
2

« Describe the relationship of
hierarchical tasks

World State

Planner
- Make a plan from World State and
HTN Domain

Hierarchical
Tasks

Plan Runner
* Running the plan
« Update the world state after the task
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HTN Task Types

Two types of Tasks

Primitive Task
Compound Task

Primitive Taskl

Compound Task1
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Primitive Task (1/2) Primitive Task 1
 Preconditions Precondiion

« Determine whether an action could be executed Action 1

 Check whether properties of game world being satisfied Effect >
« Action

« Determine what action the primitive task executes Primitive Task 2

« Effects >
« Describe how the primitive task modify the game world
state properties

Precondition 2 >
Precondition 1 >—
Action 2

Effect 1
Effect 2

NNV N
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Primitive Task (2/2)

Use Potion Task
Potion available >—
L Consume potion
Recover from poisoning >
Potion -1 >

Use Panacea Task
Panacea available >—
Consume panacea

Recover from poisoning > Q _°
Recover from sleeping ,R. ‘ '2:‘,
®

0
Panacea -1 > Py
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Compound Task (1/2)

Compound Tasks

Contain several methods
Methods have different priority
Each method has preconditions

Priority

Method

contains a chain of sub-Tasks
Sub-task could be a primitive
task or a compound task

Task 1

Precondition >—

Method 1

Method 1

or

D

Precondition 2 >

Precondition 1 >—

Method 2

AN

Primitive Taskl

Method 2

or-

Precondition >—

Low <~

Method N

Primitive Taskl

!

Compound Task2
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Compound Task (2/2)

" Make Potion Task
‘Method 1 4
Detoxify Task ) Make potion N
Has enough materials Make potion / Mate.rlals 5> 5
Method 1 B i - Potion +1 >
; Use potion i |
ol i Use Potion Task
Has enough gold >— - Has Potion >—
Method 2 Method 2 Use potion
_\ Buy potion Recover from poisoning >
Potion -1 >

Use potion
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HTN Domain (1/2)

Root Task _ Method 1

Precondition >— Primitive Task

Method 1 T~

or - Compound Task

Precondition 2 > L
Precondition 1 >— \ Method 2 ,

Method 2 .

or-

Precondition >—

Method N Method N

" Primitive Task

Precondition >—

Action
Effect >

5

Task

Precondition >—

Method 1

or

Precondition 2 >
Precondition 1 >

Method 2
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HTN Domain (2/2)

-

—
=

)
-

- Find Potion... HELD PEIDI-.
Recover Task :
Root Task @ Make potlgn.
. [ ] .'l.. . 5
ﬁD : T Use potion Make potion... || | N4
) o é Use potion J

or or
‘ )
Find potion... l/ - :':‘

or Buy potion... Buy potion...

o=
@Use panacea... E é:-‘)Buy potic(nf/\; !

Attack . S

é) |

Use potion

' L
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Planning (1/7)

Step 1 Root Task
« Start from the root task _ High
* Choose the method satisfying Precondition >—
the precondition in order Method 1
or
World State >
PIOPEIY Select according | Precondition 2 >
property to priority and ” o
preCOﬂdition Precondition 1 >— Pnonty
property Method 2
property .
o]
property .
Precondition >—
Method N
V7 Low
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Planning (2/7)

Step 2

 Decompose the method to tasks
» Check precondition in order

 Decompose the task if it is a compound task

Method 1

pE—

Method 1

Primitive Taskl

Decompose

'

Compound Task2

]/

Task

Precondition >—

Method 1

or

D

Precondition 2 >

Precondition 1 >—

Method 2

or*
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Planning (3/7)

Step 2 (For primitive tasks)

Assume all action will be succeed, update “world state” in temporary memory
World state has a duplicated copy in planning phase for scratch paper

Task

Precondition >—

Method 1

Method 1

Primitive Taskl

or

D

Precondition 2 >
Precondition 1 >
Method 2

or -

'

Compound Task2

Primitive Task 1

| " 2
. Precondition "~ ———

Action 1
Effept >
World State
property
property [«
Update
PRPEny Property

Temporary Memory
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Planning (4/7)

Step 2 (For primitive tasks)

go back and select a new method if precondition is not satisfied

Task

Method 1

Precondition >—

lTry Next Method

D

Precondition 2 >

Method 2

Precondition 1 >—

orf

>

Method 2 Primitive Task 1
— Primitive Task1l ‘_&econdition >—
| l 3 Action 1
Effect
Compound Task2
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Planning (5/7)

Step 2 (For compound task)

« select the next method if precondition is not satisfied

Task

Precondition >—

Method 1

T
>

Precondition 2 >

Precondition 1 >—

Method 2

N

or -

Method 1

Primitive Taskl

Compound Task2

DR

Task
\_%condition 1 >—
Method 1
or
| Precondition 2 >—
Method 2
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Planning (6/7)

— Primitive Task 1

Step 3 Precondition >———

* Repeat step 2 until no more task needs to be Action 1

done Effect >
* The final plan contains only primitive tasks

|

Primitive Task 2

Precondition >—

Action 2
Plan Effect >
|
|

Primitive Task N

Precondition >—

Action N
| Effect >
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Planning (7/7)

Find Potion... -
'Ro.ot Task Recover Task Make potion...

| . Make poti
o?‘ Detoxify — Use potion Make potion... aKe po ‘IO%D. ="

soaee  Of 1 or X ‘
=% / or l @Use potion _

T RuN away Find potion...

é or

Use panacea...

Buy potion...
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Run plan — Primitive Task 1
Precondition >—
Run plan Action 1
« EXecute tasks in order
« Stop until all tasks succeed, or one task failed ] Effect >

Primitive Task 2

Precondition >———

Pl an Action 2
Execute task
« Check precondition and return failure if not satisfied Effect >
« Execute action |
« if succeed -> update world state and return success | ~ "TERRC
!

« |f failed -> return failure
Primitive Task N

Precondition >———

Action N
Effect >
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Replan

There are three situations that the agent
could start plan

Root Task

o _°
 Not have a plan .ﬁ Detoxify
« The current plan is finished or failed
 The World State changes via its

sensor

Failed because there
_
was no escape

: Re-plan and chose

attack task
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Conclusion

Pros:

« HTN is similar with BT, and it is more high-level

* It outputs a plan which has long-term effect

* |t would be faster compared to the BT in the same case

Cons:
« Player’s behavior is unpredictable, so the tasks may be easy to fail
« The World state and the effect of tasks are challenging for designers
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Goal-Oriented Action Planning
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Goal-Oriented Action Planning (GOAP)

« GOAP is more automated

He Waits
Kill the Minotaur

« [ttakes backward planning rather than

SLADOWWAR

Assassins Creed Odyssey
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Structure

Sensors and World State
e Similarto HTN

Goal set

« All available goals

Action set

« All available actions
Planning

« Output sequence of actions
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Goal Set

Precondition decides witch goal will be
selected

Priority decide witch goal should be
selected among all the possible goals

Each goal can be presented as a Collection

of States Goal Set

- S s e e e o e .y

High

Priority

Precondition

State

0
0

Precondition 2

Precondition 1 -
State 1

State 2

World State

D
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4

Goal Selection

Goal Set
High

Priority

g EEm Emm o - oy,

Low
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Action Set

Action in GOAP is with precondition, effect and cost
 Precondition: in which state, character can do this action

o Effect: after the action is done, how does the world state §
changes Precondition >—
« Cost: defined by developer, used as a weight to make the Cost Action 1
plan which has the lowest cost Effect >
Action Set i
Action 1 >
Action 2 Precondition 2 >
]\ Precondition 1 >—
. Cost Action 2
0S
Action N Effectl >
Effect2 >
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Backward Planning Like a Human

« When making a plan, start
from goal state

) Py how to detoxify?

Current world State

1 ®
1) Is in poison how to have a use potion
potion?
t:
: 1N
Planning P
f - T+
O
- 4 @ how to buy a
jon? ~
cod buy a potion potion visit the shop and

give him money
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Planning (1/4)

Step 1
» Check goals according to priority
« Find the first goal of which precondition is satisfied

World State

recondition 1

High

Priority

Precondition 2

State 1
State 2




Modern Game Engine - Theory and Practice BOOMING ~ | GAMES104

Planning (2/4)

Step 2

« Compare the target state with world state to find
unsatisfied goal

« Set all unsatisfied states of the goal into a stack

%recondition 2 Stack of

Goal 2 World State Unsatisfied States
State 1 Property 1

State 2 ——(C) | - oner 2 —
State 3 ——(j) ..

State 3
State 2 and state 3

IS not satisfied, Property N State 2
push it into stack 4
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Planning (3/4)

Step 3
« Check the top unsatisfied state from the stack
« Select an action from action set which could satisfy the chosen state

* Pop the state if it is satisfied by the selected action Action Set

Stack of Action 1

Unsatisfied States :
Precondition > Action 2
Precondition >— M Action 3

Cost Action 3

:. ................. ~ 0S Set State 3 :

" Action N
State 2 Staie 3
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Planning (4/4)

Step 4

« Push action to plan stack

» Check precondition of corresponded action

» |If precondition is not satisfied, push state to stack of unsatisfied states

World State

‘ Stack of Plan stack
Precondition 5 > Property 5 Unsatisfied States
Precondition 6 Property 6
Action 3 :
Cost : : —)
Satisfy State 3 >
Property N

State 6
State 2 Action 3




Modern Game Engine - Theory and Practice BOOMING * | GAMES104

Build States-Action-Cost Graph

Can be turned into a path planning problem
* Node : Combination of states
 Edge : Action

« Distance : Cost

Search direction
« Start node : states of the goal
* End node : current states

Find the shortest path from goal state to current state



Modern Game Engine - Theory and Practice BOOMING ~ | GAMES104
The Lowest Cost Path
Can use A* or other shortest path algorithms
» Heuristics can be represented with number of unsatisfied states
Make a poton  _  _____~
Cost 2 el R
Use a potion _\‘\\ L .
Cost 1 - s
Buy a potion T~ T ~
7 > \

Cost 3

Use a panaces
Cost 5

Buy a panacea
Cost 10

NNNNN
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Conclusion

Pros:

« Compared with HTN, GOAP plans is more dynamic

« Decoupling goals and behaviors

« HTN can easily make precondition/effect mismatching mistakes

Cons:

* Ina single Al system, the runtime planning would be slower than
BT/FSM/HTN

» Also needs a well-represented world state and action effect
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Monte Carlo Tree Search
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Monte Carlo Tree Search

TOTAL WAR ¥*

[ & THREE KINGDOMS

O.O 2 | e
O 0 A ‘ p h a G O FOTAL WA

eA7 & WV ANA A/ uvuv.-_n\
N t -\

MCTS is another automated planning, and it
behaves more diversely

1 . F ?‘\ g
D Huwm BhAbI ({13 %)
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Monte Carlo Tree Search

Like playing chess, simulate millions
possible moves in mind and choose the
“best” step

“I will win after
a few steps ! ”

o
CC

®C

»

o 6 666

(O OLLOC
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Monte Carlo Method

Enrico Fermi

Monte Carlo Method

 Abroad class of computational
algorithms that rely on
repeated random sampling
to obtain numerical results

Monte Carlo Tree Search

Rémi Coulom

From Wikipedia, the free encyclopedia

Rémi Coulom (born 1974) is a French computer scientist, /%! once an
assistant professor of computer science at the Lille 3 University, and the
developer of Crazy Stone, a computer Go program. !

n=3000, 7~ 3.1133

s EEET A e
o6 s
Sy -

0.0 0.2 0.4 0.6 0.8 1.0

A typical Monte Carlo method to calculate
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Monte Carlo Tree Search
b e e
SERJR Rk adn HELJE
o0 o0 o o
9‘.' | | T What is the
L Tel | | | "best move"?
o0
| .r,
| ’I.' ’I.' L
Current State Sdit 00 \ 2
o0 o0
| |
| |

Possible Actions
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States and Actions

State
« The state of game
 Represented by a node

Action

* One step operation of Al

* Represented by an
edge

O

Node = State

Edge = Action
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States Transfer

Transfer state from A to B by action

®)

Action ' %'1__'__ - ";'1__‘__ - ";';__‘__

| | |
@ State A Action State B
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State Space
A Tree Structured State Space :
The set of states that can be reached \ f’o
from the current state after a Current State: L Tet
possible sequence of actions (W

I

|

\

State Space
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Current state

Output
* The action to the best

state ﬁ\omc\urrent state

NOTICE: Rebuild the State Space for Each Move
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Simulation : Playing a Game in Mind Quickly

Simulation
* Run from the state node according to the Default Policy .
to produce an outcome

In the case of Go e

« Apply random moves from the state until the game is
over

* Return 1 (win) or O (loss) depending on the result

.
.........
.
o

Random Move

e
ot

Default Policy
« A meaningful but quick rule or neural network to play P
the game

'
R

i1 :Win !

*
as?®

Simulation of Go
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How to evaluate the states?

Evaluation Fact 0+1=1 14+0=1
valuation Factors _ _

0+1=1 1+1=2
- Q: Accumulation offSimulation Results| ;r‘* —_— @ — @
* N: Number of simulations oo

Maybe not direct simulation but from child nodes

Random Move

Evaluation Factors
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Backpropagate

Propagate influence of child state back parent state

* QFatherNode = QFatherNode + QBackChildNode
Nyode =_Nnod_e +1 :
« Repeat it until reaching the root

Backpropagation

* +
.......

e
ot %

° .

D . .

. . '

] . N

. K] H
.
Yaas®

Simulation
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lteration Steps

Selection : select the most urgent “expandable” node

Expansion : expand the tree by selecting an action

Simulation : simulate from the new node and produce an outcome
Backpropagate : backpropagate the outcome of simulation from the new node

Four steps are applied per search iteration
Repeat J

Backpropagation

Y

Selection Expansion Simulation

::-fve«ﬁww@»@ﬁw
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Search in “Infinite” State Space

Generally impossible to traverse the state space
« We prioritize exploring the most promising regions in state space
* Pre-set a computational budget and stop exploring the state space when the budget is reached

* 0 O
|

N

99

| %
-c>-3§9 ks N diD
1 3% 1t
% HH Q8-
1388
|

)

|

| /
\

4

|

O\
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Selection — Expandable Node

Select the most urgent “expandable” node

Which one is the most

“expandable” node N | urgent expandable
« Nonterminal state and has unvisited children node?
« Example:

*. ' .ﬁ

The Current State Before First Iteration The State has unvisited children
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Selection — Exploitation and Exploration
Exploitation

« Look in areas which appear to be promising
« Select the child which has high Q/N value

@y @

Exploration
« Look in areas that have not been well sampled yet
« Select the child which has low number of visits

CEECIRCY,

What is most promising
child node ?




Modern Game Engine - Theory and Practice BOOMING ~ | GAMES104

UCB (Upper Confidence Bounds)

How to balance exploration and exploitation?
* Use UCB (Upper Confidence Bounds) formula

* UCB; : the UCB value of the node |
* @, the total reward of all playouts that passed through node ]
* N; : the number of times node | has been visited

N :the number of times the parent node of node j has been visited
« ( :aconstant, adjusted to lower or increase the amount of exploration performe

2In(N) The smaller the N, the larger the value
N; value

/

Exploration
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Selection

How to select the most urgent expandable node
Always Search from the root node
Find the highest UCB value child node (promising child) of current node
Set promising child as current node
Iterate above steps until current node is expandable. Set current node as selected node
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Expansion

Expansion
« One or more new child nodes are added to selected node,

according to the available actions
* The value of child node is unknown

Untried Action Set in Selected State

et et w7
T T o* .'~.,
® 0 (] L et f e
- - . ey sy
. " "-.“‘O .Q o‘ .‘ o‘
D . . . 2
. ‘o ) .
- s s .
. S, KRN Ky
Cenns® tant tant

]

| | |
Actionl Action2 Action3
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Simulation and Backprogation

Untried Action Set in Selected State

?#’-;_ g%’- . ;é’- 3=

oo o6 s e
| | |
Actionl Action2 Action3
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The End Condition

Computational budget

Memory size (the number of nodes)

Computation time

Selection

Repeat

-@$%$”

Expansion

Simulation

Y

Backpropagation
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How to Choose the Best Move ?
fr..
T8 R
o0 - o0
The “best” child node of current state node | i_'.-_'*_
« Max child: Select the root child with the highest Q-value current state oo
 Robust child: Select the most visited root child Output |

 Max-Robust child: Select the root child with both the
highest visit count and the highest reward. If none exist,
then continue searching until an acceptable visit count is

achieved
« Secure child: Select the child which maximises a lower

confidence bound (LCB)

LCB]- :& _ . 2 1In(N)
Nj \] Nj

« The action to the
best state from
current state
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Conclusion

Pros:

« MCTS agent behaves diverse

« Agent makes the decision totally by itself

« Can solve the problem of large search space

Cons:
 The action and state are hard to design for most real-time games
« Itis hard to model for most real-time games
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Machine Learning Basic
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Machine Learning

5 ZnySb
5 Fe
v /m.» Oy 14t
A :
4 MOy s+,
-
1

r+3H; = 2NH,

n(BucC) =n(B)+n(C)n(BNC)

He = 4,002602

a(be) = (ab)c
a+b=b+a (1002)a+100b

a(b+c) = ab+ac

126 =6xy
2x + 2y=20
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Four Types of Machine Learning

e Supervised learning

« Unsupervised learning

e Semi-supervised learning
« Reinforcement learning

Meaningful
Compression

Structure Image

) o Customer Retention
Discovery Classification

Big data Dimensicnality Feature Idenity Fraud

isualistai i Classification Diagnostics
Visualistaion Reduction Elicication Detection g

Advertising Popularity
Prediction

Recommender Unsupervised Sup@ersed

Systems

Learning Learning Weather
Forecasting
Clustering M h . Regression
Targetted Population
Marketing a'c I n e Growth Market

Forecasting

Prediction

Customer

Segmentation L e a_ r n i n g

Estimating
life expectancy

Real-time decisions Game Al

Reinforcement
Learning

Robot Navigation Skill Acquisition

Learning Tasks
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ML Types: Supervised Learning
 Learn from labeled data
Supervised Learning
Supervisor
Input Raw Data Output
Training Desired
Data set Output
.. ﬂ‘. :.: o. o o
..:o: L y ° 3; oo

Algorithm Processing
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ML Types: Unsupervised Learning

Learn from unlabeled data

Supervised vs. Unsupervised Learning

Classification

L X
X XX
\ Xx p e &
///)\\\\‘\x x

Supervised learning

BOOMING ©  GAMESIO4
TECH > ES10
Clustering
© T
/! @ \\ \’ ‘~‘"‘~-
II ® @ \|I \\ ® ~< '
\
\ o0 | N ® o0 \
® o / - E R
8 e o ez, ¥ Tg
® @ ~~. ~o_ e\
. %o | ,
& e o
_____ . . . o

Unsupervised learning
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ML Types: Semi-supervised Learning
« Learn from a lot of unlabeled data and e : ™\
very scarce labeled data. E
o |, e
|
|
|
l
o i /
4 o8 coo N
o° L
e . % -
L " (o) \ @ #"'-
Ssel/ o0 “' f,’ o0
== o0 - 0.9
0 _0O
NG o0® J
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ML Types: Reinforcement learning

« Learn from an interaction process with
environment
internal state TXreward

Q\W\D [ X

learning rate o
inverse temperature
discount rate 7

observation
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Reinforcement Learning

Reinforcement learning (RL) is an area of
machine learning concerned with how intelligent
agents ought to take actions in an environment
In order to maximize the notion of cumulative
reward

 Trial-and-error search
« The learner must discover which actions
yield the most reward by trying them

 Delayed reward
« Actions may affect the immediate reward, the
next situation and all subsequent rewards

internal state TAreward
(/ - " x’
'\ -
A < 1 environment
L) | v-/\ —-‘ = “f,: g -r

learning rate o

discount rate 7

inverse temperature

o<

observation
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Markov Decision Process - Basic Elements (1/4)

Agent

The learner and decision maker

Environment

The thing the agent interacts with, comprising
everything outside the agent

state

":| Agent |

reward
R,

g Ualy

7

A

\

Environment ]47

action

74
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Markov Decision Process - State (2/4)

State is the observation of the agent, and the data structure is designed by human

State s (this frame)

’_| Agent I
action

S R, A,

RI+] (
-+ .
< Environment ]<i

75
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Markov Decision Process - Action (3/4)

Action is the minimal element the agent could behave in the game
It is also designed by human

Action a € {left, right, up} >| |
.| Agent |
up

state reward action

S.r R, A,
R1+l (
B — .
< Environment ]47
A\
;

Agent

left « > right

76
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Markov Decision Process - Reward (4/4)

A special signal the agent receives at each time
step passing from environment to the agent

Reward R
S N Rt A DS L A DA
« Collect a coin: R=+1
* Win the game: R =+10000

Touch a Goomba: R=-10000
(game over)
Nothing happens: R =0

state reward action

R+l (

S.. | Environment ]4

\,

/7
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MDP Mathematical Model

* Probability of transition
The probability of transition from s to s' after taking action a

p(s'ls,a) = P(S; = §'|St-1 = 5,4¢-1 = )
* Policy
A mapping from states to probabilities of selecting each possible action

n(als) = P(A; = a|S; = 5)

« Total reward
The cumulative reward it receives in the long run

'J Agent ||

_ state reward ;
Ge = Rey1 + Reyo + Reyz + -+ Ry action

R (
Gt = Rpyq + YRewy + Y?Rppz + - S.. | Environment ]4——

\
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Policy

A mapping from states to probabilities of selecting each possible action

w(als) = P(A=alS =s)

Policy
o m(als) is the probability of taking action A = a
given state s

« Upon observing state S = s, the agent's action
A can be random

« For example: m(left|s) = 0.2
m(right|s) = 0.1
m(upls) = 0.7
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Build Advanced Game Al
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Why Game Al needs Machine Learning

It is notable that all previous methods actually
need human knowledge to design (include the
cost of GOAP)

But players always expect Al to be able to both
deal with complicated game world and behave T
naturally and diversely PO ”’f"“‘
« Traditional methods is in limited space ;
« Machine Learning create infinite possibilities

Neural Network Activatio
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Machine Learning Framework in Game

The framework of deploying a neural network to play an agent

Observation:

« The Game State the Al could observe Trained NN policy

* Vector feature — Observation e@@z —

* Unit information

 Environment information

. Etc. — Game Environment ~

* Image
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DRL Example — Model the Game

A DRL design process should contain:
- State

« Action

* Reward

* NN design

« Training Strategy

83
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DRL example — State

State

Map

Game statistics

Player data

84
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States (1/2) — Maps

Heights
Visibility: fog of war
Creep

Entity owners

Alerts
Pathable
Buildable

85
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States (2/2) — Units Information

For each unit in a frame

Unit type
Owner

Status

Display type
Position
Number of workers
Cool down
Attributes

Unit attributes
Cargo status
Building status

Resource status
Order status
Buff status

86
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Actions
For a unit it should have actions like
. What Move mmmn NI B - @
Build mm .

* m Ove What? Who? Where? W:;?o:‘;“
o attack ]
* build i

» Who & INYAY

* Where

l

 \When next action

Minimap
! . ! L L) . - n Ll : :

Camera vision QOutside camera

| Opponents units
BER- 7

|_Camera vision | Outside camera |

T

87
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Rewards (1/2)

Direct reward from game
e Win: +1

e Lose: -1

Pseudo-reward output along with

critic network:

« the distance of agent's
operation and human data

statistic z
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ReW ar d S (2/2) Name Reward
Win 5
Hero Death -1
Clourier Death -2
Reward is much denser in OpenAl Five at Dota2 oo faned 0.002
0ld Gained 0.006
Different reward settings could help us to train different styles of agent Gold Spent 0.0006
Health Changed 2
. Aggressive Mana Changed 0.75
Killed Hero 0.6
« Conservative
Last Hit -0.16
¢ Deny 0.15
Gained Aepis 5
Ancient HP Change 5
Megas Unlocked 4
T1 Tower" 2.25
T2 Tower 3
T3 Tower 4.5
T4 Tower 2.25
Shrine” 2.25
Barracks” [
Lane Assign’ (.15

89



Modern Game Engine - Theory and Practice

BOOMING

TECH

NN architectures

Encoder

Value

Value Network

Action type

™

Residual MLP

Delay

Embedding
MLP

Baseline features

Core

Deep LSTM

)

Queued

Embedding

Selected units —

Pointer Network

Embedding

- - -

Scalar encoder

MLP

Scalar features

Entity encoder

Transformer

Entities

Spatial encoder

ResNet

Minimap

AlphaStar NN Architecture

Target unit

Attention

Target point

Deconv ResNet

Embedding

Action

Output

Neural network

Input

Legend

Connection
—_— B

Skip
connection

Wr GAMES104
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DRL example — Multi-Layer Perceptron (MLP)

« Classical and easy to implement InpeRs Outputs

» Flexible definition of the dimensions of inputs and outputs

Scalar feature example

Scalar encoder

* Race
MLP
T « Owned Resource
« Upgrade
Scalar features
e Etc.

N 115 ® 148 8 36,46
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DRL example — Convolutional Neural Network (CNN)

Sensitive to image data

Spatial encoder Irelu
P gheod F(x) + x
ResMNet
X
F(x
(x) lre'” identity
Minimap
X

Residual block
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DRL example — Transformer

* |ntroduce attention mechanisms

« Uncertain length vector

« Well represent the complex feature like multi agents A

Entity encoder

Transformer

Entities
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DRL example — Long-Short Term Memory (LSTM)

Enable Al to remember or forget earlier data

Deep LSTM

Scalar encoder

----------

Entity encoder Spatial encoder

MLP

Transformer ResNet

Scalar features Entities Minimap
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DRL example — NN Architecture Selection

NN Architecture selection for different type of feature

« Fixed length vector feature —
« Multi-Layer Perception

ssssssssssss

O
CEL R T 1
Teamgfl Radiant

eal dian
Health 1046 / 1046 J Attack 127

« Uncertain length vector feature
« Long-Short Term Memory
« Transformer

* Image feature
* ResNet

 Raycast
« Mesh
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Training Strategy — Supervised learning

AlphaStar is trained via both supervised learning and reinforcement learning. It firstly
learned a policy by supervised learning from human expert data

Z IS a statistic summary of a strategy
sampled from human data (for example, a
build order)

Minimize the distance (KL divergence) of
agent policy and human decision distribution
sampled from z

PP Q) = X Pla)n( 2
X

Q(z)

Kullback-Leibler Divergence

Supervised learning

Human

> &

: ]
3
v

o7
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Training Strategy — Reinforcement learning
; ) . . b Reinforcement learning c
Secondly, it took RL technique to improve the SL policy . ®
TD(A), V-trace, UPGO are specific Reinforcement learning 2.50.8
methods to improve actor network and critic network. t 1
_____ /R \ o) | X
The KL degree towards old SL policy would also be N\
considered lo
These tricks improved the policy and made it more human- opponent | L
||ke Agent 0O

Human ——o 7 c----mmmmmmenat
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Train the Agent — Self Play & Adversarial

In AlphaStar three pools of agents attend training initialized from SL policy

Main agents [MA]

Goal: most robust and output
Self-play (35%)

Against past LE and ME agents(50%)
Against past MA agents(15%)

League exploiters[LE]

Goal: find weakness of past all agents (MA, LE, ME)
Against all past agents (MA, LE, ME)

Main exploiters [ME]

Goal: find weakness of current MA agent

Against current MA agent

BlEp UBWNH

Supervised players Past players Current players
o
o @ o o0 @ @ ---------
: <
g =
‘ =1
-2 W R B = = 2
e @
i aﬁ-
- ..A p‘ {>A {>A {>A i A E
o TR S
r@ tor—or—10O ;
L,
3
A A @®
B
. 9
AT A
:t > I > ’ > 5
o]
g [(w]
c
[}
—»T 5 e , + = @
>
« o
o,
— > + = E-_D"
% g
d
Time
— Matchmaking target % @ Zerg
» Reinforcement learning % M Terran
— Supervised learning v A Protoss

— Reinitialization
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RL or SL? —— SL analysis

Supervised Learning needs high quality data, and sometimes behaves well too

* |t behaves like human

« But may not outperform human
expert data

MMR

e Human data is unbalanced

« Sometimes there is not enough
data

7000

6000

5000

4000

3500

2000

1000

Elite built-in Al

Grandmaster league

50

+ Main exploiters

PFSP + SP

e

AlphaStar
supervised

70 80

90 100
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RL or SL? —— RL analysis

Reinforcement Learning is usually considered as the optimal solution, however

« Training a RL model is tough
 The model is hard to converge

« The game environment for training is
also a huge development project

« The data collection process could be
slow

« And the behavior maybe unnatural
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RL or SL? —— Dense reward

What makes a good problem for RL

Dense reward Sparse reward

Breakout Montezuma’s Revenge
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RL or SL? —— Summary

Situation for SL Situation for RL
« Easy to get data * Needs to outperform the master level
* Needs to perform like human « Enough budget

 Data is unavailable

« Dense reward
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Hybrid

Machine Learning is powerful.

But it cost much too. For example, DeepMind FSM/BT

spends 250 million dollars to finish alpha
star and a replication needs 13 million FSM/BT

dollars

We often need to make a tradeoff that place 1.0 = dominate

DNN on the human-like points(a part of the 8(5) : fg;? (et
whole combat).
Navigation for ships Evaluation for a combat

Ages of Empire IV
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